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ABSTRACT 17 

 18 

Impacts of emissions changes from four potential U.S. CO2 emission reduction policies on 2050 19 

air quality are analyzed using the community multi-scale air quality model (CMAQ).  Future 20 

meteorology was downscaled from the Goddard Institute for Space Studies (GISS) ModelE 21 

General Circulation Model (GCM) to the regional scale using the Weather Research Forecasting 22 

(WRF) model.  We use emissions growth factors from the EPAUS9r MARKAL model to project 23 

emissions inventories for two climate tax scenarios, a combined transportation and energy 24 

scenario, a biomass energy scenario, and a reference case.  Implementation of a relatively 25 

aggressive carbon tax leads to improved PM2.5 air quality compared to the reference case as 26 

incentives increase for facilities to install flue-gas desulfurization (FGD) and carbon capture and 27 

sequestration (CCS) technologies.  However, less capital is available to install NOX reduction 28 

technologies, resulting in an O3 increase.  A policy aimed at reducing CO2 from the 29 

transportation sector and electricity production sectors leads to reduced emissions of mobile 30 

source NOX, thus reducing O3.   Over most of the U.S., this scenario leads to reduced PM2.5 31 

concentrations.  However, increased primary PM2.5 emissions associated with fuel switching in 32 

the residential and industrial sectors leads to increased organic matter (OM) and PM2.5 in some 33 

cities. 34 
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INTRODUCTION 35 

Air pollution has been shown to adversely impact ecosystem and human health, and future 36 

global changes in climate, emissions and land use are expected to impact air pollution.1–5 37 

Recently, the World Health Organization (WHO) characterized air pollution as a class 1 38 

carcinogen6 and the Global Burden of Disease study7,8 found that exposure to ambient particulate 39 

matter (PM) and ozone (O3) are major contributors to premature death.  For decision-makers to 40 

appropriately mitigate future air pollution, the impact of future changes in emissions, population, 41 

land-use and climate should be considered.  Of particular concern is the air quality impact of 42 

climate mitigation policies.  A major source of uncertainty in predicting future air quality lies in 43 

projecting future emissions of pollutant precursors.  However, recent modeling advances have 44 

shown potential to capture air quality trends9,10 and account for complex interactions between 45 

driving forces such as population growth, socio-economic development, technology change, and 46 

environmental policies.11  In this study, we assess the impact of four potential climate mitigation 47 

policies on air quality in the U.S. in a future (2050) climate by using recent advances in climate 48 

downscaling and emissions projection approaches. 49 

Significant work on investigating the impact of future climate change on air pollutant 50 

concentration has been realized to date.1,5,12 A general consensus among studies is that future 51 

climate change can cause increased O3 concentration in some regions of the U.S., though 52 

changes in PM will likely be small and variable.  While these studies focus on air pollution 53 

changes due to climate change, some recent studies have addressed the impact of future changes 54 

in emissions as well.2,12–15  Hogrefe et al.14 used the Community Multiscale Air Quality (CMAQ) 55 

model with inputs of downscaled future climate16 and anthropogenic emissions according to A1B 56 

projections of the Asian Pacific Integrated Model (AIM); decreased O3 was found over most of 57 
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the U.S., despite the tendency for rising temperatures to increase O3 concentration.  Hogrefe et 58 

al.14 suggested assessing the impacts of alternative emissions scenarios on PM2.5 concentration.  59 

Tagaris et al.12 projected emissions to the near future (2020) using the 2020 Clean Air Interstate 60 

Rule (CAIR) emissions inventory and to the distant future (2050) using the Integrated Model to 61 

Assess the Global Environment (IMAGE).  Maximum daily 8-hr average (MDA8) O3 and 62 

aerosol concentrations decreased over most of the U.S. due to the emissions reductions.  Other 63 

studies specifically address the co-benefits of reducing greenhouse gas emissions for air 64 

quality.15,17–19 For example, McCollum et al.15 linked the Greenhouse Gases and Air Pollution 65 

Interactions and Synergies (GAINS) model and MESSAGE (Model for Energy Supply Systems 66 

And their General Environmental impact) integrated assessment model to develop an ensemble 67 

of future global energy scenarios and study the expected impacts on human health related to air 68 

pollution.  While this study found that efforts to reduce CO2 emissions lead to improve air 69 

quality, McCollum et al.13 stress the need for comparison among various models used to predict 70 

future emissions impacts on air pollution.   71 

In this study, we use a chemical transport model (CTM) to simulate air pollutant 72 

concentrations and apply recent climate downscaling and emissions modeling advancements to 73 

assess a suite of detailed future emissions scenarios of a future year chosen for their potential to 74 

mitigate climate change.  In particular, we use the EPA U.S. 9-region national database 75 

(EPAUS9r)20 with the MARKet Allocation (MARKAL v1.1, November 2012) energy system 76 

model11,21 to develop emissions scenarios and spectral nudging to downscale global climate22,23 77 

to the regional scale over the U.S.  The benefits of using spectral nudging to downscale global 78 

climate are described in Lui et al.22 The MARKAL energy system model selects from available 79 

technologies to provide the least-cost path that satisfies specified demands of the residential, 80 
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commercial, industrial, and transportation sectors for regionally-based energy services. The 81 

flexible modelling framework allows examination of mid-to-long-term technology choices as 82 

well as specific policy options that shape the evolution of an energy system in meeting specific 83 

environmental or other goals. MARKAL serves as a useful tool to identify the likely 84 

technologies that will be used to meet greenhouse gas or criteria air pollutant-related policies and 85 

objectives.  Various versions of MARKAL are used in previous studies to estimate emissions for 86 

investigating air quality changes due to the implementation of policies aimed at reducing 87 

emissions of greenhouse gas (GHG) and air pollutants in Shanghai and Beijing24–26 and in 88 

developing countries such as Nepal27 and Pakistan.28 To our knowledge, this is the first study to 89 

use MARKAL to investigate the effect of CO2 reduction strategies on air quality in the U.S. 90 

CMAQ29 is used to analyze the impact of emissions changes from four potential climate 91 

change mitigation policies on regional air quality in 2050 in the contiguous United States; these 92 

policies are compared to a reference case scenario, which represents a “business as usual” policy 93 

scenario.  We use growth factors from MARKAL30 to develop the 2050 emissions inventory and 94 

the Sparse Matrix Operator Kernel Emissions (SMOKE) model to provide spatial and temporal 95 

variation of emissions.  Future meteorology was downscaled from the Goddard Institute for 96 

Space Studies (GISS) ModelE2 General Circulation Model (GCM) to the regional scale using 97 

the Weather Research Forecasting (WRF) model with spectral nudging.22 Trail et al.23 provide a 98 

detailed description of meteorology used in the present study and compare present (2006-2010) 99 

and future (2048-2052) regional climate from an air quality perspective.  Trail et al.23 also 100 

conducted an extensive evaluation of the 2006-2010 results using observations from the same 101 

period.  In a previous study31, we used the CMAQ model to compare present (2006-2010) and 102 

future (2048-2052) air pollutant concentrations and their sensitivities to emissions from different 103 
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sectors for the reference case emissions scenario and found decreased O3 and PM2.5 104 

concentrations over most of the U.S.  In the present study, we compare air pollutant 105 

concentrations, including O3 and PM2.5, in the reference case for the year 2050 with two climate 106 

tax policy scenarios (CT1 and CT2), a combined transportation energy sector policy scenario 107 

(TE) and a biomass energy policy scenario (BE).  We chose four of the six CO2 emission 108 

reduction strategies considered in Rudokas et al.30 to examine a variety of different air quality 109 

outcomes. We also analyze air pollutant concentrations and National Ambient Air Quality 110 

Standards (NAAQS) exceedances in major U.S. cities and provide a discussion of the 111 

implications of the results of this study. 112 

 113 

METHODS 114 

Responses of future air pollutant concentration to climate mitigation policies are simulated 115 

using a CTM with inputs of emissions from multiple policy scenarios and downscaled 116 

meteorology.  Emissions inputs are prepared for the CTM using an energy system cost 117 

optimization model.  Components of the modeling system are described below 118 

Meteorology. The GISS ModelE2 provides the initial and boundary conditions to a regional 119 

climate model for the years 2006-2010 and 2048-2052.32 The global simulation has a horizontal 120 

resolution of 2°×2.5° latitude by longitude and 40 layers, following a sigma coordinate up to 150 121 

hPa with constant pressure layers between 150 and 0.1 hPa.  Future atmospheric conditions over 122 

the 21st century which follow the scenario development process for IPCC AR5 drive the 123 

simulations. The “Representative Concentration Pathway” (RCP) 4.533,34 is used for this study, 124 

being a scenario of decadal global emissions of greenhouse gases, short-lived species, and land-125 

use-land-cover which produces an anthropogenic radiative forcing at 4.5 W m−2 (approximately 126 
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650 ppm CO2-equivalent) in the year 2100.34 While the model calculates significantly different 127 

temperatures between 2000 and 2050, the temperatures are not very different between RCPs in 128 

2050 so we apply the RCP4.5 future climate scenario to all of the future emissions scenarios in 129 

this study. The GISS simulation was originally spun up from 1850. However, the GISS model 130 

was reapplied, using the original base GISS simulation, to provide higher frequency results than 131 

were originally available.  These simulations were initiated with a three year re-initialization 132 

spin-up, starting in 2003, and 2045.  Instantaneous outputs of physical parameters were produced 133 

at 6-hr intervals for regional downscaling by WRF.  The WRF Model35 (version 3.4) is used to 134 

downscale GISS simulations for the years 2006-2010 and 2048-2052 with 10 day spin-up times.  135 

The present study only uses meteorological results from the years 2010 and 2050 which were 136 

average years during those five year periods but also includes periods of summer stagnation.  137 

The model domain covers the contiguous U.S. (CONUS) and portions of southern Canada and 138 

northern Mexico and is centered at 40°N and 97°W with 164×138 horizontal 36 x 36 km grids 139 

cells (Figure s1).  Details of regional climate downscaling work have been reported elsewhere 140 

and the ability of GISS-WRF to reproduce the long-term yearly climatic means and the 141 

meteorological fields that strongly impact air quality are evaluated in Trail et al.23 142 

Emissions. The NEI energy related emissions of SO2, NOX, VOC, CO, NH3 and PM2.5 are 143 

projected to the years 2010 and 2050 for a reference case and for four alternative emissions 144 

scenarios (2050 only) using projection factors calculated using the EPAUS9r with MARKAL.21 145 

MARKAL models future energy dynamics of the energy systems in the nine Census Divisions of 146 

the U.S. (Figure s1).  NEI emissions are scaled by multiplying the original emissions inventory 147 

by the projection factors from MARKAL. The reference case emissions scenario assumes the 148 

implementation of the following policies: Clean Air Act Title IV (Acid Rain Program) SO2 and 149 
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NOX requirements, CAIR, Utility Mercury and Air Toxics Standards (MATS), aggregated state 150 

Renewable Portfolio Standards (RPS) by region, Federal Corporate Average Fuel Economy 151 

(CAFE) standards as modeled in AEO 2012, Tier 2 light duty vehicle tailpipe emission standards 152 

and heavy duty vehicle fuel and engine rules.  Projections of non-energy related emissions were 153 

calculated according to the A1B emissions scenario developed by the Intergovernmental Panel 154 

on Climate Change Special Report on Emissions Scenarios (IPCC SRES)36, though these 155 

changes in SO2, NOX and PM2.5 emissions are small compared to the changes in energy related 156 

emissions from the MARKAL projections.  157 

Four alternative emissions scenarios, including two carbon tax scenarios (CT1 and CT2), a 158 

combined transportation energy scenario (TE) and a biomass scenario (BE), with very different 159 

emission outcomes were chosen from Rudokas et al.30  The scenarios were developed by 160 

assuming the implementation of various climate mitigation policies in addition to the policies 161 

assumed in the reference case.  CT1 represents a carbon tax option with taxes beginning in 2015 162 

at $20 per ton CO2 and reaching $90 per ton in 2050, while CT2 is a more aggressive option with 163 

taxes beginning in 2020 at $50 per ton and reaching $1,400 per ton in 2050.  The CT1 and CT2 164 

carbon taxes are applied economy wide and in nominal dollars.  The CT2 scenario is intended to 165 

represent an upper and lower end of carbon tax options with the CT1 and CT2 scenarios. Further 166 

consideration of energy efficiency improvement, either as a strategy or in response to higher 167 

taxes, is an important consideration to be further investigated.  TE assumes a 70% GHG 168 

reduction from transportation sectors and an additional electricity sector emission rate limit of 169 

880 lb/MWh for CO2, 0.0058 lb/MWh for SO2 and 0.14 lb/MWh for NOX, which is similar to 170 

that of new combined cycle natural gas power plants.  The purpose of the additional limit on the 171 

electricity sector is to mitigate increased emissions from electric generation due to increased use 172 
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of electric vehicles.  Finally, BE assumes that all available biomass will be used in the energy 173 

sector.  Rather than predetermining which sectors the biomass would be directed to or how the 174 

biomass would be employed, MARKAL uses linear programing methods to select the least cost 175 

set of technologies and fuel sources to meet the prescribed level of end-use energy demand.   176 

Hourly, gridded and speciated emissions are generated for input to CMAQ using the SMOKE 177 

V337 model which uses inputs from the 2005 National Emissions Inventory (NEI). The Biogenic 178 

Emissions Inventory System (BEIS) and the Biogenic Emissions Landcover Database 3.0 179 

(BELD3) are used in SMOKE to compute hourly emissions from U.S. vegetation.  Fire 180 

emissions, representing average emissions of a typical year from the 2005 NEI, are constant for 181 

all simulations. Natural biogenic emissions change as a function of meteorology but are not 182 

projected like anthropogenic emissions.  Lightning NOX emissions are not included in the 183 

simulations.  Kaynak et al.38 used CMAQ to simulate ozone production due to lightning NOX 184 

emissions.  They conducted simulations with and without lightning NOX and that MDA8 O3 185 

changes due to lightning NOX were small. The resulting inventory consists of pollutants emitted 186 

from area, mobile, point, fire, ocean, biogenic, and agricultural sources.   187 

Air Quality.  Simulations of the transformation and fate of air pollutants for the four 188 

alternative emissions scenarios in the year 2050 and for the present (2010) and future (2050) year 189 

reference cases are carried out using the CMAQ 4.7.1 model.29 Gas-phase chemistry is modeled 190 

using the SAPRC-9939 chemical mechanism.  The domain covers the entire continental US as 191 

well as portions of Canada and Mexico (5328×4032 km) (Figure s1) using a 36-km horizontal 192 

grid-spacing with thirteen vertical layers extending ~15.9 km above ground.  The first layer is 18 193 

m thick and there are 7 layers below 1 km.  The modeling domain uses a Lambert Conformal 194 

Projection centered at 40ºN, 97ºW with true latitudes of 33ºN and 45ºN.  Boundary conditions 195 
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are adapted from an annual GEOS-Chem simulation40 and are dynamic over the course of a year, 196 

although they are constant between the present and future year simulations in order to isolate the 197 

impact of regional climate change and changing emissions on US air quality.  The top of our 198 

CMAQ domain goes well into the stratosphere and ozone from the stratosphere does penetrate 199 

into the troposphere.  However, it is recognized it is difficult for models such as CMAQ to fully 200 

capture this process.   Stratospheric intrusion events may be captured at the boundaries since they 201 

were adapted from GEOS-Chem.  The present study focuses on relatively low elevation cities 202 

where stratospheric intrusion is not as large of a source of surface ozone.  Default initial 203 

conditions of air pollutant concentrations are used here with a spin-up period of 10 days for each 204 

simulation.  205 

In a previous study, Trail et al.31 compare present (2006-2010) and future (2048-2052) air 206 

quality using the same methods as in the present study for the reference case emissions scenario.  207 

2010 and 2050 air quality model results were found to be typical compared to their respective 208 

time periods.  The same study also evaluated the simulated present day air quality with 209 

observations and found that simulated O3 and PM2.5 agreed well with observations.  In particular, 210 

they found that, while simulated MDA8 is biased high, the results agree best with observations at 211 

higher MDA8 concentration in most regions.  The annual mean PM2.5 normalized mean bias 212 

(NMB) was -21% with the largest negative bias occurring during the summer.  Results from 213 

Trail et al.31 reveal that the simulated 98th percentile highest 24-hr average PM2.5 concentrations 214 

agree well with observations in most regions.” 215 

 216 

RESULTS 217 
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The changes from the reference case of emissions rates of major air pollutants from 2010 to 218 

2050 for six CO2 emissions scenarios, including the four scenarios analyzed in this study, are 219 

described extensively in Rudokas et al.30 For the first carbon tax scenario, CT1, they found a 220 

20% reduction in SO2 emissions from the combined industry and electricity sectors and little 221 

change in NOX emissions in 2050 versus the 2050 reference case (Figure s2).  The CT2 scenario, 222 

on the other hand, leads to a 61% decrease in SO2 emissions from the electricity sector (from 223 

1.746 to 0.679 Tg yr-1) and a 20% decline from industry sectors (from 1.264 to 1.019 Tg yr-1) 224 

(Table 1) compared to the 2050 references case.  Although renewables double by 2050 in the 225 

CT2 scenario relative to the reference case, increased use of renewables does not have a 226 

noticeable impact on total emissions.  Decreased SO2 emissions result from the increased use of 227 

flue-gas desulfurization (FGD) process technologies because the flue gas must have low SO2 228 

content in order for the carbon capture and sequestration (CCS) technologies to be effective.  229 

However, electricity sector NOX emissions match the reference case emissions through 2025 but 230 

increase by 20% by 2050 for the CT2 scenario.  The lower reduction in electricity sector NOX 231 

emissions under the more aggressive carbon tax scenario relative to the reference case is a result 232 

of reduced investment in NOX controls and increased coal generation NOX emissions in states 233 

that are not subject to the Clean Air Interstate Rule’s NOX cap.  EPAUS9r projects a 35% 234 

decrease in NOX control technology investments with the more aggressive CT2 scenario than the 235 

2050 reference case scenario. Increased NOX emissions from coal generation increase in regions 236 

that are not subject to the Clean Air Interstate Rule’s NOX cap occur after the year 2025.  It 237 

should be noted that while NOX emissions do increase in the electricity sector for the CT2 238 

scenario, the assumed NOX regulations modeled in Rudokas et al.30 (e.g., Acid Rain Program, 239 

Clean Air Interstate Rule) are still binding.  240 

241 



  

 

 

12 

Table 1. Annual emissions of SO2 and NOX (Tg yr-1) from the commercial, residential, 242 

industrial, electricity and transportation sectors and total emissions simulated in MARKAL for 243 

the 2005 and 2050 reference case and the four alternative emissions scenarios.30  244 

 245 

 

SO2 Emissions (Tg yr -1) 

Sector 2005  2050  CT1 CT2 TE BE 

Commercial 0.187 0.140 0.138 0.124 0.186 0.139 

Residential 0.148 0.055 0.055 0.050 0.061 0.055 

Industrial 1.248 1.264 1.197 1.019 1.424 1.250 

Electricity 9.296 1.746 1.452 0.679 0.351 1.567 

Transportation 1.362 0.106 0.105 0.099 0.086 0.106 

Total 12.235 3.311 2.946 1.970 2.109 3.117 

       

 

NOX Emissions (Tg yr -1) 

Sector 2005  2050  CT1 CT2 TE BE 

Commercial 0.170 0.219 0.207 0.172 0.206 0.221 

Residential 0.366 0.335 0.337 0.290 0.340 0.333 

Industrial 1.179 2.319 2.355 2.420 1.966 2.299 

Electricity 3.317 1.897 1.862 2.217 0.817 1.923 

Transportation 11.106 3.389 3.389 2.933 2.071 3.358 

Total 16.137 8.158 8.150 8.032 5.400 8.135 

  246 
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SO2 emissions in the TE scenario increase from 140 in the 2050 reference case to 186 thousand 247 

tons per year (33%) in the commercial sector but decrease in the transportation sector by 19% 248 

(from 0.106 to 0.086 Tg yr-1) and in the electricity sector by 80% (from 1.746 to 0.351 Tg yr-1).  249 

NOX emissions from the industrial, electricity and transportation sectors decrease from the 2050 250 

reference case by 15%, 57% and 39%, respectively (decreases of 0.353, 1.080 and 1.318 Tg yr-1). 251 

The dramatic reduction in NOX and SOX from the electricity sector resulted from the 252 

assumptions made by Rudokas et al.30 regarding the emissions rates for coal plants in the TE 253 

scenario. The MARKAL analysis assumed the emissions rates for all coal plants would conform 254 

to the standards of a new combined cycle natural gas plant after 2020.  The rationale for the 255 

emissions rate assumption in the transportation scenario was to examine the implications of both 256 

a clean transportation and clean grid future because battery electric vehicles and plug-in hybrid 257 

electric vehicles are the two primary technologies deployed to meet the transportation GHG 258 

target.  The emissions characteristics of the recharging infrastructure (i.e., electricity grid) will 259 

greatly affect the implications of a low carbon transportation future.   The BE scenario leads to a 260 

10% decrease in emissions of SO2 from the reference case by 2050 and a slight decrease in NOX 261 

emissions.   262 

 263 

Ozone.  Using the reference case emissions scenario and comparing present and future air 264 

quality, Trail et al.31 found that the O3 mixing ratio is expected to decrease in the future over 265 

much of the U.S. despite the tendency for climate change to increase O3 mixing ratio.  Decreased 266 

O3 over time, according to Trail et al.,31 is mainly attributed to decreased emission rates of ozone 267 

precursors (e.g. VOC, CO and NOX) from mobile sources in response to the increased fraction of 268 
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vehicles meeting current standards along with further decreases in NOX from electricity 269 

generation.   270 

A site is in non-attainment of the current NAAQS standard for O3 if the 4th highest MDA8 O3 271 

mixing ratio for the year, averaged over three consecutive years, is greater than 75 ppb.  Here we 272 

compare MDA8 mixing ratios of four emissions scenarios to the reference case for the year 273 

2050.  The TE scenario shows the largest MDA8 decreases from the future reference case while 274 

the CT2 scenario leads to increased MDA8 and the CT1 and BE scenarios have little impact on 275 

MDA8 O3 concentrations (Figure s3).  During the summer, seasonal average MDA8 is up to 4 276 

ppb greater for the CT2 scenario than the reference case over most of the eastern U.S. and parts 277 

of the Mountain region.  Increased MDA8 concentrations in the CT2 scenario is caused by the 278 

higher NOX emissions as explained previously.  The 4th highest MDA8 concentration for the 279 

CT2 scenario also increases from the reference case by between 2 to 6 ppb over the eastern U.S. 280 

(Figure 1).  In the CT2 scenario, Atlanta, Chicago, New York, Philadelphia, Los Angeles and 281 

Phoenix all experience an increase in the number of days with MDA8 concentrations exceeding 282 

the NAAQS standard of 75 ppb (Table 2).  The CT1 scenario, on the other hand, shows only 283 

small changes in 4th highest MDA8 concentrations and number of days with exceedances in the 284 

major cities.   285 

Decreases in NOX emissions from the electricity and transportation sectors lead to decreases of 286 

MDA8 concentration in the TE scenario over much of the U.S.  Seasonal average MDA8 287 

concentration decreases over most of the U.S. by up to 5 ppb during the spring and fall and by 288 

over 10 ppb during the summer with the largest decreases occurring over the eastern U.S. (Figure 289 

s3).  The 4th highest MDA8 concentration also decreases by up to 20 ppb over most of the 290 

eastern U.S. and parts of the Pacific regions (Figure 1).  The 4th highest MDA8 of the year is 291 
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lower for the TE scenario than the reference case in every city analyzed with the largest 292 

decreases occurring in Atlanta and Philadelphia of 15 ppb and 10 ppb, respectively (Table 2).  293 

The 4th highest MDA8 of the year in New York exceeds the NAAQS standard of 75 ppb in the 294 

reference case but the NOX emission reductions in the TE scenario lead to decreases in 4th 295 

highest MDA8 to below the standard.  In Los Angeles, decreased NOX emissions over time in 296 

the reference case lead to a decrease in 4th highest MDA8 concentration from 110 ppb in 2010 to 297 

94 ppb in 2050, however the number of days exceeding the standard only decreases slightly from 298 

45 to 41 days.  In the TE scenario, further reductions in NOX emissions lead to a large reduction 299 

in the number of days exceeding the standard (from 41 to 28 days) and decrease in the 4th highest 300 

MDA8 mixing ratio (from 94 ppb to 87 ppb).  For the BE scenario, the change in O3 is very 301 

small. 302 

303 
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  (a) 2050 reference 304 

 305 
b) CT1 minus 2050 ref.   (c) CT2 minus 2050 ref. 306 

 307 
(d) TE minus 2050 ref.   (e) BE minus 2050 ref. 308 

 309 
 310 

Figure 1. (a) 4th Highest MDA8 ozone of the year (ppb) for the future year (2050) reference case 311 

and the change in 4th highest MDA8 ozone for the (b) low carbon tax scenario (CT1 minus 312 

reference), (c) high carbon tax scenario (CT2 minus reference), (d) transportation and energy 313 

scenario (TE minus reference) and (e) biomass energy scenario (BE minus reference) 314 



  

 

 

1
7
 

Table 2. 4th highest MDA8 ozone (ppb) of the year and the number of days where MDA8 exceeded 75 ppb in parentheses for the 315 

future (2050) year reference case and for the four alternative emissions scenarios 316 

City  2050 CT1 CT2 TE BE 

Atlanta 74 (1) 73 (3) 75 (3) 59 (0) 74 (1) 

Chicago 72 (1) 71 (2) 74 (2) 68 (1) 72 (1) 

Los Angeles 94 (41) 94 (42) 94 (42) 87 (28) 94 (42) 

New York 81 (14) 82 (12) 86 (20) 74 (3) 82 (14) 

Philadelphia 74 (3) 74 (3) 78 (9) 64 (1) 74 (3) 

Phoenix 89 (29) 114 (36) 89 (30) 87 (22) 86 (29) 

Seattle 62 (0) 62 (0) 62 (0) 61 (0) 62 (0) 

 317 

 318 

 319 

 320 

  321 
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Table 3. Highest 98th % 24-hr average PM2.5 (µg m-3) of the year and mean annual PM2.5 (µg m-3) for the future (2050) year reference 322 

case and for the four alternative emissions scenarios 323 

 2050 CT1 CT2 TE BE 

City  98th % Mean 98th % Mean 98th % Mean 98th % Mean 98th % Mean 

Atlanta 22.4  9.1 20.3  9.8 18.6  8.2 20.3  9.2 22.2  10.3 

Chicago 24.8  9.2 26.8  9.9 25.3  8.7 26.1  9.3 28.0  10.2 

Los Angeles 18.4  8.6 20.2  9.3 19.2  9.0 19.2  8.9 20.2  9.5 

New York 32.5  11.2 34.2  12.6 32.7  10.7 43.8  14.1 38.0  13.2 

Philadelphia 28.5  9.4 29.2  10.1 28.2  8.4 32.7  9.4 31.3  10.6 

Phoenix 10.4  6.5 11.2  6.9   9.8  6.0   9.5  5.7 10.8  6.8 

Seattle 17.5  6.7 20.5  7.6 20.4  7.4 19.2  7.0 21.5  8.0 
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Particulate Matter (PM 2.5).  In the CT2 scenario, the scenario with the largest reductions in 324 

PM2.5 concentrations, reductions in SO2 emissions from the electricity sector (~60% reduction), 325 

lead to reductions in sulfate aerosol concentrations with the highest reduction taking place during 326 

summer (Figure 2 and Table 3).  Average annual sulfate aerosol concentrations in Atlanta, New 327 

York and Philadelphia are over 1 µg m-3 lower for the CT2 scenario compared to the reference 328 

case (Table 4).  Decreased sulfate aerosol accounts for lower annual average PM2.5 329 

concentrations in Atlanta (from 9.1 to 8.2 µg m-3) and Philadelphia (from 9.4 to 8.4 µg m-3) and a 330 

decrease in the 98 percentile 24-hr PM2.5 by 3.8 µg m-3.  The 98% highest PM2.5 concentration 331 

increases slightly in Chicago, Los Angeles and Seattle (Table 3).  The CT1 scenario, on the other 332 

hand, sees slight increases in annual average and peak 24-hr PM2.5 concentration and increased 333 

organic matter (OM) aerosol in every city analyzed.  As the demand for natural gas increases in 334 

the CT1 and CT2 scenarios, the residential and industrial sectors tend to use more cost effective 335 

fuels the result in higher emissions of primary PM2.5, including OM and BC (black carbon), and 336 

the increased PM2.5 concentrations in the CT1 scenario. (Rudokas et al. supplementary 337 

material30).  However, in the CT2 scenario, the increased primary PM emissions are not enough 338 

to overcome reduced sulfate aerosol concentration. 339 

In the TE scenario, the scenario with the second largest PM2.5 decreases, decreased emissions 340 

of NOX from the mobile sectors and electricity sectors account for lower seasonal average PM2.5 341 

concentrations during the wintertime, since NOX is converted to nitrate aerosol and is a major 342 

component of PM2.5 during winter (Figure 2 and Table 4).  The largest PM2.5 decreases, up to 4 343 

µg m-3 occurring over the eastern U.S. in the summer, result from lower SO2 emission rates from 344 

the electricity and transportation sectors in the eastern regions.  Lower sulfate aerosol 345 

concentrations account for decreased summertime PM2.5 concentration in particular since sulfate 346 
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is typically most abundant during summer.  Although PM2.5 tends to decrease in most eastern 347 

U.S. regions, annual average PM2.5 and the 98th percent 24-hr PM2.5 increases in most urban 348 

areas, exceptions being Atlanta and Phoenix (Table 3).  In particular, the 98th percent 24-hr PM2.5 349 

in New York increases from 32.5 to 43.8 µg m-3.  The increased urban PM2.5 in New York 350 

corresponds to increased urban OM concentration, which more than doubles in annual average 351 

concentration, from 2.3 to 5.0 µg m-3 (Table 4), and increased urban elemental carbon (EC) 352 

concentrations.  While light-duty vehicles shift from gasoline to electric in the TE scenario, 353 

residential fuel use switches result in increased emissions of primary PM2.5, organic carbon 354 

(OC), and EC (see Rudokas et al. supplementary material30).   Increased emissions of primary 355 

OM and PM2.5 aerosol also leads to increased annual PM2.5 concentrations of up to 2 µg m-3 over 356 

Portland, Dallas, Houston, Austin, Minneapolis and San Francisco (Figure 2).   357 

In the BE scenario, increases in annual PM2.5 concentration are seen over the eastern U.S. of 1 358 

- 2 µg m-3 relative to the reference case (Figure 2).  Sulfate aerosol is the main component of 359 

PM2.5 that increases in urban areas in the BE scenario due to increased SO2 emissions (Table 4).  360 

Urban areas tend to see the largest increases in PM2.5 with New York seeing an increase in 98th 361 

percent 24-hr average PM2.5 from 32.5 to 38.0 µg m-3 (Table 3).   362 

In addition to the decreases between the present and future, the CT2 and TE scenarios lead to 363 

further decreases in annual average PM in the eastern U.S. of up to 2 µg m-3 less than the 2050 364 

reference case (Figure 2).  The BE scenario tends to increase PM concentration by up to 2 µg m-3 365 

over much of the U.S. during the entire year, especially in the eastern regions while the CT1 366 

scenario shows only small changes over the U.S.   367 

 368 

  369 

370 
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(a) 371 

372 

 373 
(b)  374 

 375 
(c) 376 

 377 
(d) 378 

 379 
(e) 380 

 381 

Figure 2. (a) Annual and seasonal average PM2.5 concentrations (µg m-3) for the future year 382 

(2050) reference case and the change in PM2.5 concentration for the (b) low carbon tax scenario 383 

(CT1 minus reference), (c) high carbon tax scenario (CT2 minus reference), (d) transportation 384 

and energy scenario (TE minus reference) and (e) biomass energy scenario (BE minus reference) 385 

 386 

2050 PM2.5          Winter                    Spring                    Summer                  Fall         (µg m-3)       

CT1 minus reference                                                                              (µg m-3) 

CT2 minus reference                                                                              (µg m-3) 

TE minus reference                                                                              (µg m-3) 

BE minus reference                                                                              (µg m-3) 
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 Table 4. Annual average concentrations of sulfate, nitrate and organic matter PM2.5 component 387 

species in major U.S. cities for the future year reference case and for each alternative emissions 388 

scenario 389 

 390 

 391 

 392 

  393 

 

Mean Sulfate (µg/m-3) 

City  2050 CT1 CT2 TE BE 

Atlanta 2.6 2.7 1.5 1.9 3.0 

Chicago 1.8 1.9 1.2 1.5 2.1 

Los Angeles 1.4 1.4 1.4 1.9 1.5 

New York 2.6 2.7 1.8 2.2 3.0 

Philadelphia 2.5 2.5 1.4 1.8 2.9 

Phoenix 0.8 0.8 0.7 0.8 0.8 

Seattle 0.8 0.8 0.8 0.9 0.9 

       

 

Mean Nitrate (µg/m-3) 

City  2050 CT1 CT2 TE BE 

Atlanta 0.6 0.6 0.6 0.4 0.6 

Chicago 1.6 1.6 1.7 1.1 1.5 

Los Angeles 0.3 0.4 0.3 0.3 0.3 

New York 1.0 1.0 1.0 0.9 1.0 

Philadelphia 1.1 1.1 1.1 0.9 1.0 

Phoenix 0.2 0.2 0.2 0.2 0.2 

Seattle 0.3 0.3 0.3 0.3 0.3 

       

 

Mean Organic Matter (µg/m-3) 

City  2050 CT1 CT2 TE BE 

Atlanta 2.2 2.5 2.5 3.1 2.6 

Chicago 1.5 1.9 1.7 2.3 1.9 

Los Angeles 3.0 3.4 3.3 2.6 3.5 

New York 2.5 3.3 2.7 4.9 3.4 

Philadelphia 1.8 2.1 1.9 2.7 2.2 

Phoenix 2.4 2.7 2.1 1.9 2.6 

Seattle 2.8 3.3 3.2 2.8 3.5 
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DISCUSSION 394 

In simulating the effect of CO2 emission reduction policies on air quality in the U.S., we find 395 

two potential policies (CT1 and BE) which can lead to worse air quality, in the form of increased 396 

PM2.5 concentrations, compared to the 2050 reference case and two policies which lead to 397 

improvements compared to the 2050 reference case (CT2 and TE).  The implementation of 398 

relatively aggressive carbon taxes can lead to improvements in PM2.5 air quality compared to the 399 

2050 reference case due to the increased incentives to install FGD process technologies a CCS 400 

technologies.  However, there is an air quality trade-off because NOX emissions increase in states 401 

not subject to the Clean Air Interstate Rule’s NOX cap and O3 increases as a result.  The 402 

relatively less aggressive carbon taxes, on the other hand, leads to worse air quality, in the form 403 

of increased PM2.5 concentrations because there is less incentive to install FGD and CCS 404 

technologies.   405 

The policy aimed at reducing CO2 from the transportation sector as well as electricity 406 

production sectors leads to reduced emissions of mobile source NOX, thus reducing O3 levels.   407 

Over most of the U.S., this scenario leads to reduced PM2.5 concentrations as well.  However, 408 

increased primary PM2.5, OC and EC emissions associated with fuel switching leads to increased 409 

annual ambient PM2.5 in many major U.S. cities.  While the TE scenario is only one realization 410 

of emissions, which is subject to the limitations of the models, the results stress the impact of 411 

fuel switching in the energy market on air quality and the differences in air quality responses at 412 

different spatial scales (i.e. regional vs. urban). 413 

The use of the EPA9r and MARKAL in conjunction with a chemical transport model is shown 414 

here to be a useful tool in assessing a range of alternative policy-based emissions scenarios that 415 

can be used to provide information to policy makers as well as to address the uncertainties 416 
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associated with estimating future emissions.  As noted in Rudokas et al.30, the MARKAL 417 

database used in the present study was developed using conservative assumptions regarding the 418 

potential for increasing end-use energy efficiency to meet carbon emission reduction goals.  419 

Inclusion of a wider range of energy efficiency options would especially impact the CT2 420 

scenario, where the model could have chosen efficiency options that would be less expensive 421 

than investments in carbon capture and sequestration.  An important area of future work is the 422 

inclusion of a comprehensive range of energy efficiency options in the MARKAL database.  423 

Another future work could include further investigation into the overall health and economic 424 

impacts of the emissions scenarios used in the present study.   425 

The results here show that CO2 emissions reductions strategies will play an important role in 426 

impacting air quality over the U.S.  The results also show that CO2 emission reduction policies 427 

can have mixed positive and negative impacts on air quality. 428 
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