Charging and coagulation of radioactive and nonradioactive particles in the atmosphere
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Abstract. Charging and coagulation influence one another and impact the particle charge and size distributions in the atmosphere. However, few investigations to date have focused on the coagulation kinetics of atmospheric particles accumulating charge. This study presents three approaches to include mutual effects of charging and coagulation on the microphysical evolution of atmospheric particles such as radioactive particles. The first approach employs ion balance, charge balance, and a bivariate population balance model (PBM) to comprehensively calculate both charge accumulation and coagulation rates of particles. The second approach involves a much simpler description of charging, and uses a monovariate PBM and subsequent effects of charge on particle coagulation. The third approach is further simplified assuming that particles instantaneously reach their steady-state charge distributions. It is found that compared to the other two approaches, the first approach can accurately predict time-dependent changes in the size and charge distributions of particles over a wide size range covering from the free molecule to continuum regimes. The other two approaches can reliably predict both charge accumulation and coagulation rates for particles larger than about 0.04 micrometers and atmospherically relevant conditions. These approaches are applied to investigate coagulation kinetics of particles accumulating charge in a radioactive neutralizer, the urban atmosphere, and an atmospheric system containing radioactive particles. Limitations of the approaches are discussed.

1 Introduction

Atmospheric particles play an important role in airborne transport of contaminants, such as radionuclides. Contaminants emitted from anthropogenic sources (e.g., nuclear plant accidents) can be captured by background aerosols and are then transported together with pre-existing particles. Contaminant-laden particles can be deposited onto the ground by dry and wet deposition (primary contamination) and subsequently resuspended by wind or heat-driven convection and moved to other areas (secondary contamination). For instance, due to these atmospheric dispersion patterns, radioactive particles (e.g., $^{137}$Cs) released during the Fukushima accident were sampled in situ 150 km away from the emission site (Yamauchi et al., 2012), and also found in many places around the world (Hoeve and Jacobson, 2012). Similar dispersion patterns of radioactive particles were observed after the Chernobyl accident (Yoshenko et al., 2006a, b). These examples suggest that particle deposition, which is largely affected by aerosol microphysics, can determine the fate of contaminants during atmospheric transport. Thus, accurate understanding of the microphysical behavior of atmospheric particles is necessary to more accurately predict transport of contaminants (especially long-lived ones, such as $^{137}$Cs), as well as their potential environmental impacts.

The microphysical behavior of atmospheric particles is driven by such properties as charge and size (Fuchs, 1989; Pruppacher and Klett, 1997). Atmospheric particles can acquire charge via self-charging and diffusion charging. Self-charging refers to charge accumulation caused by radioactive...
decay which typically leads to emission of electrons from particle surfaces. Diffusion charging is attributed to diffusion of ions from the surrounding atmosphere onto the surface of particles. Radioactive particles can be charged through these two charging mechanisms (Greenfield, 1956; Yeh et al., 1976; Clement and Harrison, 1992; Clement et al., 1995; Gensdarmes et al., 2001; Walker et al., 2010; Kweon et al., 2013; Kim et al., 2014, 2015) while natural atmospheric particles are typically charged by diffusion charging (Hoppel, 1985; Yair and Levin, 1989; Renard et al., 2013). Particle charging can modify not only the charge but also the size distribution because charge on the particles modifies their coagulation rate coefficients by generating electrostatic interactions (Fuchs, 1989; Tsouris et al., 1995; Chin et al., 1998; Taboada-Serrano et al., 2005). Coagulation of atmospheric particles can influence their charging because the concentration of atmospheric ions is affected by the particle size distribution (Yair and Levin, 1989), thereby modifying the diffusion charging rates of the particles. Also, particle coagulation can result in charge neutralization or accumulation on atmospheric particles (Alonso et al., 1998). These effects imply that particle coagulation can influence the particle charge distribution. Thus, particle charging and coagulation can mutually affect each other and simultaneously affect both charge and size distributions in the atmosphere.

Theoretical and experimental investigations have been performed to examine the charging of radioactive particles and background aerosols in the atmosphere. However, the effects of coagulation of particles on the charge distribution have been frequently neglected by assuming that the size distribution is constant while they are charged (Greenfield, 1956; Hoppel, 1985; Yair and Levin, 1989). The assumption may be valid if the particle concentration is low or the steady-state charge distribution is instantaneously attained (Hoppel, 1985; Renard et al., 2013; Kim et al., 2015). If the timescale for particle charging is longer than that for particle coagulation, the assumption may no longer be valid (Yair and Levin, 1989). Also, the effects of charging on the particle size distribution are frequently neglected in aerosol transport models involving microphysics of atmospheric particles. A possible reason for neglecting the charging effects may be that the steady-state mean charge of atmospheric particles may rarely affect their coagulation rates (Seinfeld and Pandis, 2006). However, neglecting electrostatic particle–particle interactions may increase uncertainty of prediction results if particles can acquire multiple elementary charges (e.g., radioactive particles). The simplified assumption of omitting electrostatic particle interactions may create uncertainty in transport predictions of radioactive particles. Hence, it may be necessary to take into account the mutual effects of particle charging and coagulation processes in predicting the behavior of atmospheric particles carrying radioactive contaminants.

Previous attempts to consider charging effects include Oron and Seinfeld (1989a, b), who developed sectional approaches to simultaneously predict the behavior of charged and uncharged atmospheric particles. Laakso et al. (2002) developed a general dynamic equation, including charging and coagulation kinetics of atmospheric particles. Yu and Turco (2001) presented a kinetic approach that involves diffusion charging and particle coagulation. However, the validity of these approaches was not evaluated using analytical solutions. Alonso (1999) and Alonso et al. (1998) developed analytical and numerical approaches to estimate time-dependent changes in the size distributions of singly charged and neutral particles; thus, these approaches cannot be used to investigate the coagulation kinetics of particles acquiring multiple elementary charges. Also, none of these approaches considered self-charging; therefore, the aforementioned approaches may be subject to error when they are used to simulate atmospheric dispersion of radioactive plumes.

Our study presents three approaches to simultaneously predict time-dependent changes of the charge and size distributions of radioactive and nonradioactive particles over a wide size range. Development, validity, application, and limitations of these approaches are discussed.

2 Model development

2.1 Ion balance model

Many atmospheric processes can generate and remove ions in air. Typical ion sources in the atmosphere involve natural and artificial radioactivity, as well as cosmic rays. Ions are generally removed by ion-ion recombination and ion-particle attachment. Changes in ion concentrations by these processes can be given by (Kim et al., 2015)

$$\frac{dn_{\text{ion}}^+}{dt} = -n_{\text{ion}}^+ \sum_k \beta_{k,j}^+ N_{k,j} - \alpha_{\text{rc}} n_{\text{ion}}^+ n_{\text{ion}}^- + q,$$

$$\frac{dn_{\text{ion}}^-}{dt} = -n_{\text{ion}}^- \sum_k \beta_{k,j}^- N_{k,j} - \alpha_{\text{rc}} n_{\text{ion}}^+ n_{\text{ion}}^- + q + q_e,$$

where $n_{\text{ion}}^{\pm}$ refers to the number concentrations of positive or negative ions, the indices $k$ and $j$ represent the size and number of elementary charges of particles, respectively, $\beta_{k,j}^{\pm}$ is the attachment coefficient between a particle and an ion, $N_{k,j}$ is the number concentration of particles, $\alpha_{\text{rc}}$ is the recombination coefficient of ions, and $t$ is time. The first two terms of the right-hand side (RHS) of Eqs. (1) and (2) represent the loss rate of ions due to ion-particle attachment and ion-ion recombination, respectively. The third term denotes the production rate of ion pairs, $q$:

$$q = q_b + q_f,$$

where $q_b$ is the ion production rate by cosmic rays and natural radioactivity, and $q_f$ is the ion production rate by radionuclides released by nuclear events. Electrons released
by radioactive decay are taken into account via the last term of Eq. (2). Changes in the ion concentrations may affect the electrical conductivity of the atmosphere, $\sigma_{\text{air}}$ (Harrison and Carslaw, 2003):

$$\sigma_{\text{air}} = e \left( \mu_+ n_{\text{ion}}^+ + \mu_- n_{\text{ion}}^- \right), \quad (4)$$

where $e$ is the electrical charge and $\mu_{\pm}$ is the mobility of positive or negative ions. In Eq. (4), the terms in the parentheses of the RHS represent polar air conductivities.

### 2.2 Charge balance models

Self-charging generally accumulates positive charge on the surface of particles, while diffusion charging adds both positive and negative charges, indicating that the charging mechanisms can compete with one another. For radioactive particles involved in beta decay, time-dependent changes in their charge distributions due to competition of the charging mechanisms can be expressed by (Clement and Harrison, 1992; Kim et al., 2015):

$$\frac{dN_{kj}}{dt} = A_{k,j} - \beta_{k,j}^+ n_{\text{ion}}^+ N_{kj,j-1} - \beta_{k,j}^- n_{\text{ion}}^- N_{kj,j+1}, \quad (5)$$

where $A$ is the radioactivity of the radioactive particles. In Eq. (5), self-charging is represented by terms that include $A$, while diffusion charging is represented by terms with $\beta_{k,j}^\pm$. If the terms for self-charging are removed, Eq. (5) becomes identical to the charge balance model presented by Renard et al. (2013) who predicted electrification phenomena of aerosols in the real atmosphere. The mean value of the particle charge distributions can be given by

$$\frac{dJ_k}{dt} = \frac{d}{dt} \left( \frac{\sum j \beta_{k,j}^\pm n_{\text{ion}}^\pm}{\sum j \beta_{k,j}^\pm n_{\text{ion}}^-} \right). \quad (6)$$

The mean charge $J$ of the radioactive particles of size $k$ can also be approximated using a simple charge balance equation (Kim et al., 2015):

$$\frac{dJ_k}{dt} = A_k + \beta_{k,j}^+ n_{\text{ion}}^+ - \beta_{k,j}^- n_{\text{ion}}^-, \quad (7)$$

where $A_k$ is the radioactivity of the size $k$ particles. Similarly to Eq. (5), the mean charge accumulation rate of the radioactive particles (Eq. 7) depends on the competition between self and diffusion charging. Equations (5) and (7) indicate that the net charge of beta-emitting radioactive particles converges to a steady state where self-charging balances diffusion charging. The timescale, $\tau$, needed to reach a steady state can be given by (Clement and Harrison, 1992)

$$\tau = \frac{1}{\bar{\beta}^- n_{\text{ion}}^-}, \quad (8)$$

where $\bar{\beta}^-$ is the mean attachment coefficient between negative ions and particles. At steady state, the mean charge of the radioactive particles can be approximated using (Clement et al., 1995)

$$J_k = \begin{cases} y - \frac{1}{X - 1} \exp(2\lambda y) - 1, & \lambda y > 0.22 \quad (9a) \\ y + \frac{1}{2\lambda}, & \lambda y \leq 0.22 \quad (9b) \end{cases}$$

with $\lambda = \frac{e^2}{8\pi \varepsilon_0 e F_b k_B T}$, $y = \frac{\varepsilon_0 A_k}{e \mu_- n_{\text{ion}}^0}$, $n_{\text{ion}}^0 = \sqrt{\frac{\mu_-}{\mu_+}}$, $X = \frac{\mu_+ n_{\text{ion}}^+}{\mu_- n_{\text{ion}}^-}$, where $\varepsilon_0$ is the vacuum permittivity, $\varepsilon$ is the dielectric constant of the air, $r$ is the radius of particles, $k_B$ is the Boltzmann constant, $T$ is the temperature, and $n_{\text{ion}}^0$ is the mean ion concentration. Equation (9) suggests that the steady-state mean charge of beta-emitting radioactive particles is highly influenced by their size and decay rates, as well as the concentrations and mobilities of ions in air. The second term of the RHS of Eq. (9b) represents charge accumulated only by diffusion charging; thus, it can be used to approximate the steady-state mean charge of nonradioactive particles, such as background aerosols that are externally mixed with radionuclides.

### 2.3 Population balance models

#### 2.3.1 Bivariate population balance model

A bivariate population balance model, expressed in terms of particle volume $x$ and charge $j$, can be used to predict effects of coagulation on time-dependent changes in the particle size and charge distributions. In the bivariate population balance model, the time evolution of the number densities of charged and uncharged particles, $n$, due to coagulation, can be given by (Zebel, 1958; Oron and Seinfeld, 1989a, b)

$$\frac{\partial n(x, j)}{\partial t} = \frac{1}{2} \sum_{j'=-\infty}^{\infty} \int_{-\infty}^{x} F_{j',j-j'}(x', x-x') n(x', j') dx' - \sum_{j'=-\infty}^{\infty} \int_{0}^{\infty} F_{j,j'}(x, x') n(x, j') dx', \quad (10)$$

where $F$ is the coagulation frequency ($m^3 s^{-1}$), which is also called the coagulation (rate) coefficient (Jacobson, 2005; Seinfeld and Pandis, 2006), and which can be obtained by multiplying the collision frequency and the collision efficiency. The two terms on the RHS of Eq. (10) represent the production and loss rates of charged and uncharged particles by coagulation, respectively. A numerical solution of Eq. (10) can
be obtained through the discretization of the integral terms, respectively (Oron and Seinfeld, 1989a, b). Vanni (2000) tested several sectional approaches and showed that the approach of Kumar and Ramkrishna (1996) is simpler and more accurate than other tested approaches, and also preserves mass and number of particles. Thus, the sectional approach of Kumar and Ramkrishna (1996) was used in this study to discretize the integral terms of Eq. (10), leading to the following discretized form:

\[
\frac{dN_{kj}}{dt} = \sum_{j'=-\infty}^{\infty} \sum_{m=1}^{M} \left(1 - \frac{1}{2} \delta_{l,m}\right) \eta_{l,m} F_{l,m,j-j',j'} N_{l,j} N_{l',j'} - \sum_{j'=-\infty}^{\infty} \sum_{l=1}^{M} F_{k,l,j-j',j'} N_{k,j} N_{l,j'},
\]

(11)

where indices \(l\) and \(m\) refer to the size bins, \(\delta\) is the Kronecker delta, \(\eta_{l,m}\) is a property distribution factor between two size bins given by Kumar and Ramkrishna (1996), and \(M\) is the total number of the size bins. If coagulation is induced by thermal energy (i.e., Brownian coagulation), the Brownian collision frequency \(\beta^{Br}\) \((m^3 s^{-1})\), which is also called the Brownian collision kernel (Jacobson, 2005), is given by (Fuchs, 1989)

\[
\beta^{Br}_{kl} = 4\pi (r_k + r_l) \left( \frac{r_k + r_l}{r_k + r_l + \sqrt{g_k^2 + g_l^2}} + \frac{4(D_{p,k} + D_{p,l})}{(r_k + r_l) \sqrt{\frac{4}{3} D_{p,k} + \frac{4}{3} D_{p,l}}} \right)^{-1},
\]

(12)

where \(D_p\) is the particle diffusion coefficient, \(g\) is the particle mean traveling distance, and \(\bar{v}_p\) is the particle thermal speed in air. Coagulation of charged particles is influenced by electrostatic particle–particle interactions. This effect can be accounted for by multiplying the collision frequency with the collision efficiency, \(\alpha^{Br}\), which is also called the coalescence efficiency (Fuchs, 1989; Jacobson, 2005; Seinfeld and Pandis, 2006):

\[
\alpha^{Br}_{kl} = \frac{\beta^{Br}_{kl} - 1}{\beta^{Br}_{kl}}
\]

(13)

with \(u = \frac{\beta^{Br}_{kl} - 1}{\beta^{Br}_{kl}}\).

In Eq. (13), \(u\) indicates the relative importance between electrostatic potential energy and thermal energy in coagulation.

### 2.3.2 Monovariate population balance model

The time evolution of the size distribution of particles can be estimated using a monovariate population balance model, with only the particle volume as the variable (Kumar and Ramkrishna, 1996):

\[
\frac{dN_k}{dt} = \sum_{l \geq m} \sum_{x_{k-1} \leq l \leq x_{k+1}} \left(1 - \frac{1}{2} \delta_{l,m}\right) \eta_{l,m} F_{l,m,N_l N_m} - \sum_{l=1}^{M} F_{k,l} N_k N_l.
\]

(14)

The coagulation frequency can be simply corrected using the mean charge of particles. However, the collision efficiency computed with the mean charge can be different from that with the particle charge distributions (Matsoukas, 1997). To include effects of the particle charge distributions on the coagulation frequency, Eq. (13) can be replaced by the average collision efficiency \(\bar{\alpha}\) (Clement et al., 1995), which involves interaction of all charged particles of size \(k\) with any charged particles of size \(l\).

\[
\bar{\alpha}^{Br}_{kl} = 1 + \frac{\sum_{j \neq 0} N_{k,j} N_{l,j} (\alpha^{Br}_{kl} - 1)}{\sum_{j} N_{k,j} \sum_{j} N_{l,j}}.
\]

(15)

The particle charge distributions needed to calculate \(\bar{\alpha}^{Br}\) can be obtained by assuming a Gaussian distribution:

\[
N_{kj} = \frac{N_k}{\sqrt{2\pi} \sigma_k} \exp \left( - \frac{(j - J_k)^2}{2\sigma_k^2} \right)
\]

(16)

with \(\sigma^2 = y + \frac{1}{2\lambda}\).

### 2.4 Approaches to couple particle charging with coagulation kinetics

Figure 1 shows three approaches which can be used to predict the time evolution of the charge and size distributions of particles in the atmosphere. All the approaches can be used to simulate charging and coagulation kinetics of atmospheric particles carrying contaminants, including radioactive particles. Approach 1 is a rigorous scheme that simultaneously computes both charge accumulation and coagulation rates of particles using the ion balance model (Eqs. 1 and 2), the charge balance model (Eq. 5), and the bivariate population balance model (Eq. 11). Approach 2 is a simplified scheme of Approach 1, which can be used to predict the particle charge distribution using the mean charge of particles (Eq. 7) and the Gaussian distribution (Eq. 16). In order to easily simulate the coagulation of charged particles, Approach 2 employs the monovariate population balance model (Eq. 14) that corrects the collision frequency using the average collision efficiency (Eq. 15). Approach 2 can be simplified to Approach 3 by assuming that charge accumulation rates of particles instantaneously reach a steady state, with a timescale based on 5 times larger than \(\tau\) from Eq. (8). The steady-state particle charge distribution can be approximated by Eqs. (9) and (16). In Approach 3, the collision frequency is multiplied by the average collision efficiency to include the
influence of electrostatic forces on coagulation. In this work, polarization of particles is not taken into account.

3 Results and discussion

3.1 Methods to simulate particle charging

The three approaches attained above employ different methods to simulate charging of particles. These methods were evaluated by comparing their prediction results with measurements obtained using radioactive charge neutralizers (Liu and Pui, 1974; Wiedensohler and Fissan, 1991; Alonso et al., 1997) and radioactive particles (Gensdarmes et al., 2001). Initial conditions for the simulations were determined from the measurements. The properties of ions observed during the measurements are shown in Table 1. For the measurements providing the values of ion mass, \( \beta_{k,j} \) was calculated using Fuchs (1963) and Hoppel and Frick (1986). However, the mass of ions was not measured during the experiments performed by Gensdarmes et al. (2001). In these experiments, \( \beta_{k,j} \) was estimated using analytical equations given by Gunn (1954) and Harrison and Carslaw (2003).

3.1.1 Diffusion-charging mechanism

Figure 2 shows the steady-state charge distributions of non-radioactive particles over a wide size range. Here, the particles were charged by the diffusion charging mechanism. For particles larger than approximately 0.04 µm in diameter, the prediction results of all approaches were in good agreement with the measurements (Fig. 2a and b). Below 0.04 µm particle size, Approach 1 accurately forecasted the particle charge distributions, but Approaches 2 and 3 underestimated the number concentrations of the negatively charged particles (Fig. 2a) although the mean charge values of the particles given by all approaches were comparable. Similar discrepancies were observed for the number concentrations of the positively charged particles smaller than about 0.025 µm (not shown).

Analysis of the discrepancies suggests that they originate from the standard deviation involved in the Gaussian distribution (Eq. 16). At a given temperature, the width of the particle charge distributions can be significantly influenced by three parameters: the particle size, ion mass, and ion mobility (Wiedensohler and Fissan, 1991). In Approaches 2 and 3, however, the effects of the ion properties are not involved, so particle size primarily drives the standard deviation, which can differ from what Approach 1 gives. When Approaches 2 and 3 used the standard deviation values obtained by Approach 1, their simulation results became closer to the measurements, although the discrepancies are still seen for negatively and positively charged particles smaller than about 0.02 µm.

3.1.2 Competition of self-charging and diffusion-charging mechanisms

In our previous work (Kim et al., 2014, 2015), it has been shown that Approaches 1 and 3 can reliably simulate charg-
Table 1. Properties of ions used for experimental observations.

<table>
<thead>
<tr>
<th>References</th>
<th>Positive ions</th>
<th></th>
<th>Negative ions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mass (AMU)</td>
<td>Mobility (cm² V⁻¹ s⁻¹)</td>
<td>Mass (AMU)</td>
<td>Mobility (cm² V⁻¹ s⁻¹)</td>
</tr>
<tr>
<td>Alonso et al. (1997)</td>
<td>150</td>
<td>1.15</td>
<td>80</td>
<td>1.65</td>
</tr>
<tr>
<td>Liu and Pui (1974)*</td>
<td>140</td>
<td>1.4</td>
<td>101</td>
<td>1.6</td>
</tr>
<tr>
<td>Wiedensohler and Fissan (1991)</td>
<td>140</td>
<td>1.4</td>
<td>101</td>
<td>1.6</td>
</tr>
<tr>
<td>Gensdarmes et al. (2001)</td>
<td>–</td>
<td>1.19</td>
<td>–</td>
<td>1.54</td>
</tr>
</tbody>
</table>

*The properties of ions were obtained from Wiedensohler and Fissan (1991), who used a radioactive neutralizer similar to that employed by Liu and Pui (1974).

Figure 2. Steady-state charge distributions of particles capturing positive and negative ions. The symbols represent the measurements of the charge distributions of particles.

Figure 3. Charge accumulation on ¹³⁷Cs particles under two ionizing conditions: $q_I = 7.1 \times 10^6$ m⁻³ s⁻¹ and $q_I = 3.7 \times 10^6$ m⁻³ s⁻¹ ($d_p = 0.82 \mu$m; $A_{Cs-137} = 12.8\text{ mBq}$). The symbols represent the mean value of the particle charge distributions measured by Gensdarmes et al. (2001).

Figure 4 shows the charge accumulation on radioactive particles under various ionizing conditions. The symbols represent the mean value of the particle charge distributions measured by Gensdarmes et al. (2001).

Approach 1 values. During the measurements, the self-charging rate of the radioactive particles was constant because of the long half-life of ¹³⁷Cs (approximately 30 years), suggesting that changes in their charge accumulation rates may be dominated by diffusion charging rates. The ion concentrations in air can rapidly increase at the high ionizing rate considered, suggesting that the diffusion charging rate of the ¹³⁷Cs particles quickly increased and then became comparable to their self-charging rate (Eq. 7). The charge accumulation on the radioactive particles promptly reached a steady-state value, and the particle charge distribution was similar to the initial condition (Fig. 4). In contrast, the time required to reach the steady-state value was much longer at the low ionizing rate considered; hence, the particle charge distribution shifted to the right (see Fig. 4), i.e., more positive charge. The agreement observed in Fig. 4 between simulation results by Approach 2 and experimental data by Gensdarmes et al. (2001) suggests that Approach 2 can accurately forecast the competition between self and diffusion charging on submicron particles carrying radionuclides, and precisely predict the particle charge distributions.
Table 2. Timescales required for particles to reach steady-state charge.

<table>
<thead>
<tr>
<th>Charging mechanism</th>
<th>Particle diameter (µm)</th>
<th>Steady-state mean ion concentration ((m^{-3}))</th>
<th>(\tau) (s) ((\text{Eq. 8)})</th>
<th>Numerical timescale ((\text{s)}) ((\text{Approach 1 or 2)})</th>
<th>Timescale from measurements ((\text{s)})</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusion charging</td>
<td>0.0071</td>
<td>(8.0 \times 10^{12})</td>
<td>0.04</td>
<td>0.2–0.4</td>
<td>0.3</td>
<td>Alonso et al. (1997)</td>
</tr>
<tr>
<td></td>
<td>0.0070</td>
<td>(2.0 \times 10^{13})</td>
<td>0.02</td>
<td>0.2–0.4</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0027</td>
<td>(8.0 \times 10^{12})</td>
<td>0.04</td>
<td>0.2–0.4</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0026</td>
<td>(2.0 \times 10^{13})</td>
<td>0.02</td>
<td>0.2–0.4</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Diffusion charging and self-charging</td>
<td>0.82</td>
<td>(2.1 \times 10^9)</td>
<td>171.1</td>
<td>&gt; 1000</td>
<td></td>
<td>Gensdarmes et al. (2001)</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>(1.5 \times 10^{10})</td>
<td>23.6</td>
<td>&gt; 200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>(7.6 \times 10^8)</td>
<td>471.6</td>
<td>&gt; 3000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>(7.0 \times 10^9)</td>
<td>51</td>
<td>&gt; 500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Charge distributions of \(^{137}\)Cs particles under two ionizing conditions: \(q_I = 7.1 \times 10^6\) \(m^{-3} s^{-1}\) and \(q_I = 3.7 \times 10^8\) \(m^{-3} s^{-1}\) \((d_p = 0.82 \mu m; A_{Cs-137} = 12.8\) mBq). The prediction results of Approach 2 were compared with the measurements of Gensdarmes et al. (2001).

Figure 5. Timescale to reach steady-state charge accumulation rates of 0.0071 µm nanoparticles. The lines are the simulation results of Approach 1. The symbols are the measurements of Alonso et al. (1997). Charging timescales were estimated using Eq. 8 \(\tau_{\text{charging}} = 0.042\) s and \(\tau_{\text{discharging}} = 0.017\) s, as well as Approach 1 and the measurements.

3.1.3 Timescale to reach steady-state charge accumulation rate

To evaluate the steady-state assumption of particle charging for atmospheric conditions, the timescale for reaching steady state \((\text{Eq. 8)}\) is evaluated with Approaches 1 and 2. Figure 5 shows time-dependent changes in the concentrations of negatively charged particles under two different initial conditions of Alonso et al. (1997) who measured the charge distributions of particles of a few nanometers. All particles were initially uncharged or negatively charged. Because the particle size was very small, Approach 1 was used to predict the time evolution of the particle concentrations. As time elapsed, the initially uncharged particles became negatively charged by capturing negative ions. The diffusion of positive ions led to the discharging of the initially negatively charged particles. For the initial conditions used, the charging and discharging rates of the particles reached a steady state after approximately 0.2 s, respectively. This charging and/or discharging behavior predicted by Approach 1 is in good agreement with the measurements of Alonso et al. (1997). However, the timescales obtained from Eq. (8) are shorter than the prediction results, as well as the measurements, because Approach 1 and the observations provided exact timescales, while \(\tau\) in Eq. (8) is a scaling parameter. Similar results were also obtained for different initial conditions, as well as for the \(^{137}\)Cs particles (see Table 2).

Equation (8) is based on the assumptions that \(i\) \(X \approx 1\), \(ii\) all particles are initially uncharged, and \(iii\) the ion concentrations are constant (Clement and Harrison, 1992). As seen in Fig. 6, when all the assumptions were applied, the diffusion charging rate of the radioactive particles became \(-8.1 \times 10^{-3} s^{-1}\) at the timescale provided by Eq. (8), which corresponds to approximately 63 % of the steady-state self-charging rate. If the timescale is increased by a factor of five, the diffusion charging rate reaches about 99 % of the steady-state self-charging rate. Similar results were obtained for other cases with radioactive particles. Thus, Eq. (8) is valid if the assumptions can be used, and a reliable timescale to reach a steady state (e.g., 99 %) can be obtained by multiplying the equation by a factor of 5. However, because the assumptions cannot be used in typical atmospheric conditions, such as \(X \neq 1\) (Harrison and Carslaw, 2003), the steady-state
ion concentration. The mobility of negative ions was slightly greater than that of positive ions, according with a constant ion concentration. The charge accumulation rate of Figure 6.

So far, we have evaluated the validity of the methods used in the three approaches to predict charge accumulation on atmospheric particles. The evaluation results suggest that the method employed in Approach 1 can accurately simulate charging of particles in the free molecule ($d_p < 0.01 \mu m$), transition ($d_p = 0.01–0.2 \mu m$), and continuum ($d_p > 0.2 \mu m$) regimes. The methods used in Approaches 2 and 3 can reliably forecast charging rate of atmospheric particles larger than 0.04 \mu m.

3.2 Validity of the three approaches to couple particle charging with coagulation

3.2.1 Bivariate population balance model for approach 1

Based on the numerical approach of Alonso et al. (1998), Alonso (1999) suggested an analytical approach to simultaneously investigate charging and coagulation kinetics of nonradioactive particles, smaller than 0.02 \mu m in diameter. Results of the analytical approach agreed well with those of the numerical approach, but the applicability of the analytical and numerical approaches may be limited as discussed in the Introduction section. The analytical approach, however, was found to be useful to validate numerical solutions of population balance equations including diffusion charging and coagulation (Alonso, 1999). In this study, the analytical approach of Alonso (1999) was used to evaluate Approach 1 because Approaches 2 and 3 are not applicable to particles smaller than 0.02 \mu m, as shown in Fig. 2a. In integrating Eq. (11), an equidistant diameter grid was used for discretization. Particles were assumed to be initially uncharged, monodispersed ($d_p = 0.003 \mu m$, $N_f = 10^{15} m^{-3}$), with a constant ion concentration. The mobility of negative ions was slightly greater than that of positive ions, according to the properties taken from Alonso et al. (1997) (see Table 1). Figure 7 shows the time dependent concentration of particle charge classes. The concentration of uncharged 0.003 \mu m particles decreased with time because of loss due to coagulation and charging by captured ions. However, the loss of particle concentration caused by diffusion charging was negligible because the ion-particle attachment coefficient was small, suggesting that the time evolution of the charged-particle concentration depends on the uncharged-particle concentration. More negative than positive ions were captured by the uncharged 0.003 \mu m particles and, thus, the concentration of the negatively charged 0.003 \mu m particles is slightly higher than that of the positively charged 0.003-\mu m particles. The concentrations of larger particles (e.g., charged and uncharged 0.006 \mu m particles) increased over time because of the size growth of small particles due to coagulation, as well as the diffusion-charging mechanism. These evolution patterns predicted by Approach 1 were in good agreement with the prediction results given by the analytical approach. As can be seen in Figs. 2 and 5, the ion balance and charge balance models of Approach 1 accurately predicted the diffusion charging of nanoparticles, suggesting that the numerical solution of the bivariate population balance model (Eq. 11) reliably predicts coagulation of particles acquiring charge.

3.2.2 Average collision efficiency of approaches 2 and 3

Approaches 2 and 3 employ an average collision efficiency and are coupled to the monovariate, instead of the bivariate, population balance model. These approaches provided accurate particle charge distributions for various cases (e.g., Figs. 2 and 4; Kim et al., 2014), suggesting that their validity may be highly influenced by the accuracy of the average collision efficiency. Thus, we compared simulation results of
Approach 2 with those of Approach 1 to check if the average collision efficiency (Eq. 15) can appropriately account for the influence of the charge distributions of particles on their size growth via coagulation. For comparison, simulation results of Approach 2 using the mean charge (Eq. 13), as well as those for uncharged particles, were included. Similarly to Oron and Seinfeld (1989a, b), we assumed monodispersed initial size distributions ($d_p = 0.1, 0.5, 1 \mu m$, $N_1 = 10^{13} m^{-3}$, and $n^{0}_{ion} = 10^{16} m^{-3}$). The geometrical grids ($x_{k+1} = 2x_k$) were used to cover a wide particle-size range. Other basic assumptions were similar to those considered for the validation test of Approach 1.

Figure 8 shows the time evolution of the particle size distributions induced by particle charging and coagulation. The simulation conditions led to the accumulation of more negative than positive charges on the particles. At $t = 1$ min, the number fraction of the negatively charged particles was 0.7, while that of the positively charged and uncharged particles was 0.16 and 0.14, respectively. Thus, the size growth of the particles by coagulation was suppressed due to the generation of strong repulsive electrostatic forces (Approaches 1 and 2 vs. Uncharged).

While most particles were negatively charged, some particles captured positive ions. Owing to electrostatic attractive forces, the positively charged particles can more frequently coagulate with the negatively charged particles and grow. Therefore, the coagulation rates predicted by Approach 2 with the average collision efficiency were slightly higher than those for the case assuming that all particles were negatively charged (Approach 2 (Eq. 13) vs. Approach 2 (Eq. 15)). These coagulation patterns predicted by Approach 2 using the average collision efficiency were in good agreement with those given by Approach 1 (Approach 1 vs. Approach 2 (Eq. 15)), as well as the particle charge distributions in various size ranges (Fig. S1 in the Supplement). Similar results were obtained for different initial particle size distributions ($d_p = 0.1 \mu m; d_p = 1 \mu m$). Thus, the monovariate population balance model using the average collision efficiency can be used to simultaneously investigate charging and coagulation kinetics of atmospheric particles. These validation tests suggest that all the approaches developed can be used to reliably couple particle charging with coagulation kinetics of atmospheric particles.

3.3 Applications

3.3.1 Radioactive neutralizer

Radioactive neutralizers are typically used to control the charge of atmospheric particles in many laboratory-scale experiments. The applicability of the three approaches to studies using radioactive neutralizers was evaluated using the experiments of Alonso et al. (1998) who measured the size distribution of nanometer-size particles passing by a $^{241}$Am radioactive neutralizer under various residence times.

Figure 9 shows the size distribution of negatively charged particles when the residence time, $t = 0.318$ s. All particles were initially uncharged, but some particles became charged by capturing positive and negative ions in the neutralizer. Approach 1 accurately predicted the size distribution of the negatively charged particles, while the predictions by Approaches 2 and 3 were different from the measurements. The particle size distributions predicted by all the approaches were similar (not shown). It can be concluded that the Gaussian distribution used in Approaches 2 and 3 cannot accurately predict the charge distributions of very small particles (see Fig. 2). Thus, Approaches 2 and 3 should not be used for particles smaller than 0.04 $\mu m$.

As shown in Figs. 2–5, Approach 1 can accurately predict the charge accumulation rate of radioactive and nonradioac-
3.3.2 Charging and coagulation of nonradioactive particles in urban atmosphere

Hoppel (1985) simulated charging of 0.06 µm urban aerosols by diffusion charging; however, effects of coagulation on their steady-state charge distribution were excluded from the simulation. Changes in the particle charge and size distributions by charging and coagulation were investigated in this work on the basis of the simulation of Hoppel (1985) for comparison. The simulation time was approximately 100 min, but for completeness, we repeated and extended the Hoppel (1985) simulation to 1 day. The extended results were compared with prediction results of Approach 1, which involves the effects of coagulation on the particle charge distribution. It was assumed that cosmic rays and natural radioactivity generate ion pairs in the atmosphere, giving $q_b \approx 10^7 \text{ m}^{-3} \text{s}^{-1}$ (Hoppel, 1985).

Figure 10 presents changes in the particle charge and size distributions vs. time. The simulation results performed by Hoppel (1985) showed that the particle charge distribution approached its steady-state value after approximately 90 min. However, as time elapsed, the particles grew in size due to coagulation. The size growth led to the generation of large particles capturing many ions, thereby modifying the particle charge distribution.

The simulation results of Hoppel (1985) also indicated that the ion concentrations became unchanged after reaching a steady state. However, coagulation reduced the particle number concentrations which can affect the loss rate of ions by diffusion charging (see Eqs. 1 and 2). The reduction in the particle concentrations increased the ion concentrations, thereby enhancing the electrical conductivity of the postulated atmosphere (Fig. 11). The ion concentrations and electrical conductivity are expected to increase until ion-ion recombination becomes the major ion removal mechanism. These results suggest that coagulation can affect the electrical properties in the atmosphere, as well as the particle charge distribution.

3.3.3 Charging and coagulation of radioactive particles in the atmosphere

Comparison with results by Greenfield (1956)

Nuclear events can release particles carrying radionuclides. Greenfield (1956) simulated time evolution of the charge distribution of 0.1 µm radioactive particles emitting energetic electrons at 6 km altitude. Because Greenfield (1956) assumed that the particle size distribution is constant for 4 h, the influence of coagulation on the particle charge distribution was evaluated using the simulation conditions postulated by Greenfield (1956).

Figure 12 shows changes in the particle charge distributions vs. time. Both self-charging and diffusion charging in-
fluctuated the charge accumulation on radioactive particles. Due to many ion pairs produced by beta radiation (Fig. S2), positive charge accumulated on the particles by self-charging was rapidly neutralized by capturing negative ions. Thus, the particle charge distribution given by Approach 1 was slightly shifted to the right of the zero elementary charge in Fig. 12a, although large particles with a high level of radioactivity were generated by coagulation. As time elapsed, the particle charge distribution was slightly moved to the left. Because the decay rates of the highly radioactive particles were reduced over time, their self-charging rates also decreased, and this led to the slight movement of the charge distribution to the left in Fig. 12a.

The discrepancies between the predictions of Approach 1 and Greenfield (1956) result mainly from the ion-particle attachment coefficient used in the simulation. The values assumed by Greenfield (1956) were beyond the ion-particle attachment coefficient found by other researchers (e.g., Hoppel and Frick, 1986), leading to the discrepancies observed (Kim et al., 2015). Beta radiation caused by radioactive decay rapidly increased the ion concentrations, thereby enhancing the electrical conductivity in the atmosphere (Fig. S2). In contrast to the case shown in Fig. 11, the ion concentrations and air conductivity significantly decreased with time because the ionization rate of air molecules decreased considerably, and ion-ion recombination was responsible for the change in the concentrations. Nevertheless, the air conductivity enhancement by beta radiation was much higher than that by cosmic rays and natural radioactivity.

After the Chernobyl and Fukushima accidents, short- and long-range transport of particles carrying radionuclides, such as $^{137}$Cs and $^{134}$Cs, affected the electrical properties of the local atmosphere in many places (Israelsson and Knudsen, 1986; Yamauchi et al., 2012). In particular, beta radiation led to significant changes in the electrical conductivity and potential gradient in the local atmosphere (Kim et al., 2015). Israelsson et al. (1987) suggested that an increase in the electrical conductivity led to enhancement of lightning activities at radioactively contaminated sites in Sweden. These observations reveal that the approaches developed in this study can be employed to investigate the influence of radionuclides on electrification phenomena in the atmosphere.

**Steady-state assumption of radioactive particle charging**

The steady-state assumption of particle charging can be useful to simulate coagulation of radioactive particles in model studies of radioactivity transport. Charging and coagulation kinetics of radioactive particles were investigated using Approaches 2 and 3 to evaluate the validity of the steady-state assumption of radioactive particle charging. For comparison, the size growth of particles by coagulation was simulated by assuming the Boltzmann charge distribution.

We used the simulation condition employed to validate the average collision efficiency, but additionally presumed that radioactive decay of $^{134}$Cs is responsible for the ionization of air molecules. The specific radioactivity of $^{134}$Cs was obtained from Clement and Harrison (1992). The ionization rate of $^{134}$Cs was estimated according to Kim et al. (2015). Under these conditions, Eq. (8) revealed that $5\tau \approx 4.3$ ms. Thus, we assumed that charge accumulation rates of $^{134}$Cs particles instantaneously reach steady state, and evaluated this assumption for the simulation conditions of $X \approx 0.7$ and ion concentration given by $q_1 = I_{Cs-134} \times A_{Cs-134} \times N_t$.

Figure 13 shows the charge and size distributions of the $^{134}$Cs particles after 2 h of evolution. The prediction results of Approach 3 were different from those of the case assuming the Boltzmann charge distribution, but agreed well with those of Approach 2, suggesting that the steady-state assumption of radioactive particle charging can be valid if $\tau$ is small. We also tested the assumption of Approach 3 using different initial conditions (e.g., $d_p = 0.3$ µm), and the agreement was still maintained (not shown).
Table 3. Computational costs of the approaches used.

<table>
<thead>
<tr>
<th>Example: 30 size bins</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>Approach 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of ODEs</td>
<td>Ion balance model</td>
<td>30 × 31 = 930</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Charge balance model</td>
<td>30</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Population balance model</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>932</td>
<td>62</td>
<td>30</td>
</tr>
<tr>
<td>Computational time for urban aerosol (s)</td>
<td>12 724.2</td>
<td>302.6</td>
<td>8.5</td>
</tr>
</tbody>
</table>

*Simulation conditions: $d_p = 0.116\mu m$, $c_p = 1.46$, $N_f = 6.718 \times 10^9 m^{-3}$ and $q = 10^7 m^{-3} s^{-1}$ (Kim et al., 2015). The simulation time is 6 h. b Computational resources: Intel(R) Core(TM)2 Duo CPU E6850 @ 3.00 GHz with 4GB RAM and Matlab ODE solver.

Figure 13. The charge (a) and size (b) distributions of initially monodispersed $^{134}$Cs particles ($d_p = 0.5\mu m$, $A_{Cs-134} = 14.5$ Bq; $N_f = 10^{13} m^{-3}$). The simulation time is 2 h.

3.4 Computational costs

The computational costs to predict transport of particles containing contaminants depends on the number of ordinary differential equations (ODEs) solved during simulation. Thus, the number of ODEs involved in the three approaches was evaluated by assuming 30 size bins, which corresponds to those used in the two-moment aerosol sectional microphysics model, covering particle diameters from 0.01 to 10 µm (Adams and Seinfeld, 2002).

Table 3 shows an example of the computational costs of the three approaches. For Approach 1, we assumed that atmospheric particles can acquire up to fifteen elementary charges regardless of their sign, thereby resulting in 932 ODEs. Because Approaches 2 and 3 employed the monovariate population balance model, a fewer number of ODEs were involved in these Approaches than in Approach 1, suggesting that they are computationally more efficient. For instance, compared to Approach 1, Approaches 2 and 3 more quickly computed the charge accumulation and coagulation rates of urban aerosols.

A simple way to reduce the number of ODEs included in Approach 1 is to assume that atmospheric particles acquire only a few electrical charges. For example, Laakso et al. (2002) assumed that submicron particles can acquire elementary charges from −5 to +5. This assumption can be valid if the particle size is small (see Fig. 2a). However, when the simulation conditions were used, we observed loss of submicron particles because they can acquire more elementary charges (Fig. S3). To preserve mass and charge, one may optimize the minimum number of elementary charges using the charge balance model of Approach 1, and then begin the simulation of charging of particles undergoing coagulation.

Approach 3 includes all the physics of charging and coagulation to predict the particle size and/or charge distribution, but, compared to Approaches 1 and 2, it is computationally more suitable for use in a 3-D global transport model to predict the transport of radioactivity in the environment after a radiological event such as a nuclear plant accident.

4 Conclusions

Understanding the behavior of atmospheric particles is important to accurately predict short- and long-range transport of contaminants. Particle charging and coagulation processes can strongly affect the behavior of atmospheric particles because these processes can change their important physical and electrical properties, such as size and charge. This study has shown three approaches with a wide range of complexity and applications to involve the mutual effects of charging and coagulation processes in the simulation of particle charge and size distributions vs. time. Depending on the initial conditions, these approaches can be employed to accurately predict the behavior of atmospheric particles carrying radioactive contaminants. We have shown the approaches
to be applicable to a wide variety of atmospheric (laboratory and field) applications. The accuracy of the approaches depends on the assumptions made to reduce computational cost. The developed approaches can be readily incorporated into microphysical and transport models of any scale to account for charging phenomena of atmospheric particles.

The Supplement related to this article is available online at doi:10.5194/acp-16-3449-2016-supplement.
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