Meteorological and aerosol effects on marine cloud microphysical properties
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Abstract

Meteorology and microphysics affect cloud formation, cloud droplet distributions, and shortwave reflectance. The Eastern Pacific Emitted Aerosol Cloud Experiment and the Stratocumulus Observations of Los-Angeles Emissions Derived Aerosol-Droplets studies provided measurements in six case studies of cloud thermodynamic properties, initial particle number distribution and composition, and cloud drop distribution. In this study, we use simulations from a chemical and microphysical aerosol-cloud parcel (ACP) model with explicit kinetic drop activation to reproduce observed cloud droplet distributions of the case studies. Four cases had subadiabatic lapse rates, resulting in fewer activated droplets, lower liquid water content, and higher cloud base height than an adiabatic lapse rate. A weighted ensemble of simulations that reflect measured variation in updraft velocity and cloud base height was used to reproduce observed droplet distributions. Simulations show that organic hygroscopicity in internally mixed cases causes small effects on cloud reflectivity (CR) (<0.01), except for cargo ship and smoke plumes, which increased CR by 0.02 and 0.07, respectively, owing to their high organic mass fraction. Organic hygroscopicity had larger effects on droplet concentrations for cases with higher aerosol concentrations near the critical diameter (namely, polluted cases with a modal peak near 0.1 μm). Differences in simulated droplet spectral widths (κ) caused larger differences in CR than organic hygroscopicity in cases with organic mass fractions of 60% or less for the cases shown. Finally, simulations from a numerical parameterization of cloud droplet activation suitable for general circulation models compared well with the ACP model, except under high organic mass fraction.

1. Introduction

Clouds play an essential role in the climate system. Cloud reflectivity (CR) is determined by microphysical properties, such as cloud droplet number concentration (CDNC), size distribution, cloud thickness, and liquid water content (LWC). Atmospheric chemical transport models and aerosol-cloud modules embedded in general circulation models (GCMs) predict CDNC and a single volumetric or effective droplet size resulting from the activation of aerosols. Though knowledge of the cloud droplet size distribution is important for accurately estimating CR, many atmospheric models do not include this level of detail. Clouds form when aerosols undergo activation in conditions of water vapor supersaturation. The aerosol characteristics that are important in-cloud droplet activation are size, concentration, and chemical composition. A key property of aerosol-cloud interactions related to aerosol chemical composition is hygroscopicity.
The basis of microscale models for simulating the formation of liquid phase clouds is a solution of the conservation equations for energy and water vapor. As an air parcel cools to below the dew point, water vapor becomes supersaturated, and droplets start forming on those particles that can act as cloud condensation nuclei (CCN). Not all aerosol particles are CCN. Particles with greater mass have more soluble mass and reduced curvature effects, enhancing their ability to become CCN; hydrophilic particles are more water soluble, increasing their effectiveness as CCN. Each particle therefore requires exposure to a characteristic level of supersaturation to act as a CCN. The supersaturation, $s$, that develops in clouds is set by a dynamic balance between adiabatic cooling (that increases $s$) and condensation upon existing droplets (that decreases $s$). During the initial phases of cloud formation, cooling dominates, and $s$ increases and drives the formation of droplets. A point is reached, however, where water vapor condensation becomes dominant, $s$ is reduced, and droplet nucleation ceases. The point of maximum supersaturation, $s_{\text{max}}$, is therefore the quantity that determines how many particles can act as a CCN. Because of this, CDNC and size are dependent on updraft velocity, aerosol size distribution, and chemical composition. Globally, regimes have been identified in which cloud formation is controlled mainly by updraft velocity and others in which formation is governed by CCN properties [Reutter et al., 2009]. For example, at high aerosol number concentrations characteristic of polluted conditions and low updraft conditions, CDNC is more sensitive to changes in updraft velocity or supersaturation [McFiggans et al., 2006]. Previous work has shown that CDNC is better represented in models with a more realistic distribution of updraft velocities, rather than a single updraft value [Conant et al., 2004; Peng et al., 2005; Snider et al., 2003]. Hudson and Noble [2014] found strong evidence from measurements showing variations in CDNC that were due to the steep slope of the CCN concentration with supersaturation, providing observational evidence for a case in which CDNC is sensitive to updraft velocity. Global climate models have also been used to show that a characteristic velocity cannot reproduce the indirect aerosol effects of a distribution of updraft velocities and that the uncertainty in the width of the vertical velocity distribution can perturb the radiative flux by up to 0.4 W m$^{-2}$ [West et al., 2014]. Variations in updraft velocity can contribute to the broadening of the cloud droplet distribution [Hsieh et al., 2009], as each updraft leads to a different droplet size distribution. The droplet size distribution needs to be modeled accurately to estimate cloud optical properties. The droplet size is also a function of LWC, so the resolution of LWC is important for accurate modeling of cloud systems. Finally, since cloud thickness is also important for cloud optical properties, cloud base height needs to be simulated accurately. Cloud base height is a function of several variables, one of which is lapse rate [Li et al., 2013]. The value of the lapse rate varied to show the sensitivity of cloud droplet distribution to both lapse rate and cloud base height.

Activation of inorganic salt particles is a well-understood parameterized process in models. In general, however, organic compounds constitute a substantial fraction of atmospheric aerosols. Studies focusing on analysis of organic aerosol properties have shown that organic components exhibit a wide range of water solubility. Unlike that of most inorganic aerosol components, the hygroscopicities of organic compounds are less constrained. Laboratory studies have demonstrated that purely organic particles can act as CCN [Cruz and Pandis, 1997; Novakov and Corrigan, 1996; Raymond and Pandis, 2002]. Studies have also shown that organic hygroscopicity can increase when internally mixed with even a small fraction of inorganic components if the inorganic water content modifies slightly soluble organic compounds into dissolved compounds [Collins et al., 2013; Shulman et al., 1996]. Cruz and Pandis [2000] showed evidence of several organic-salt mixtures in which there was no change in the individual water absorption of each component, indicating that simple volume mixing rules could be applied. Wang et al. [2010] showed that CCN concentrations were within 20% when an internal mixture was assumed. However, these lab experiments investigating internal mixture thermodynamic interactions have used mixtures containing only a few known compounds. The thermodynamics of more complex organic-containing mixtures is not well understood, although several approaches have been used with success [Ming and Russell, 2004; Petters et al., 2015]. In addition, the available measurements of organic ambient aerosol composition are typically not quantified by individual molecules. Given this support for volume mixing and the lack of organic molecular composition that would be needed to support another approach, the aerosol-cloud parcel (ACP) model simulations have relied on the assumption of volume mixing.

Modeling the cloud droplet activation of mixed inorganic-organic aerosols representative of real-world air masses remains a frontier area of cloud physics. This is in part owing to compositional heterogeneity of particle types, leading to an externally mixed aerosol population. Near urban regions, tandem differential mobility analyzer [Massling et al., 2009; Tiitta et al., 2010], single-particle mass spectrometry [Healy et al., 2014], and
optical microscopy [Moffet et al., 2010] show evidence of multiple-particle populations, especially in regard to their carbonaceous content. In continental outflow [Hawkins et al., 2010; Hegg et al., 2010; Leaitch et al., 2010], free tropospheric air masses and fresh biogenic aerosol production [Allan et al., 2009; Hersey et al., 2009; Mochida et al., 2011], less hygroscopic and hydrophobic modes of particles are observed. To accurately represent the effects of aerosol chemical composition on activation of cloud droplets, it is important to know the contribution of organic mass to each population. In understanding cloud formation and properties in different regions of the atmosphere, it is important to compare the results of detailed simulations with actual measured aerosol and cloud properties.

In this work, the comparison of models of marine cloud formation with actual field measurements of organic aerosols and cloud droplets is of particular interest. We focus on observations from two field studies, the Eastern Pacific Emitted Aerosol Cloud Experiment (E-PEACE) and Stratocumulus Observations of Los-Angeles Emissions Derived Aerosol-Droplets (SOLEDAD). Each of these experiments was carried out in the eastern Pacific off the coast of California, in a region characterized by ship exhaust and smoke from land-based fires, as well as natural marine aerosol sources, such as bubble bursting at the ocean surface [Facchini et al., 2008; Frossard, 2014; Leck and Bigg, 2005; Quinn et al., 2014] and oxidation of dimethyl sulfide (by hydroxyl radicals) to produce sulfuric acid.

We use a detailed chemical and microphysical aerosol-cloud parcel (ACP) model with explicit kinetic droplet activation to simulate observed cloud droplet distribution and composition. Novel aspects of this modeling study include the extensive nature of the measured constraints (on not only cloud thermodynamic properties but also initial particle number distribution and composition) as well as resulting cloud drop distribution and composition that are available from these two eastern Pacific stratocumulus experiments. These detailed case studies allow evaluation of the extent to which the model effectively represents processes of cloud droplet formation. To identify the effect of lapse rate and updraft variation on droplet spectral widths ($k$), distributions of each are used as model inputs. Also, to identify the contribution of organic components to droplet formation, we simulate the effect of smoke-generated plumes, a cargo ship plume, and background aerosol. We then evaluate the sensitivity of the predictions to the organic aerosol fraction and to the hygroscopicity of the aerosol. In addition, ACP model simulations are compared to those from a numerical GCM parameterization of cloud droplet activation [Betancourt and Nenes, 2014; Fountoukis and Nenes, 2005; Nenes and Seinfeld, 2003] to evaluate the accuracy of the more efficient approach in the GCM. Finally, to put the meteorological and microphysical effects in context of radiative forcing, we investigate the sensitivity of cloud reflectance (at measurement heights) to simulated droplet spectra for six cases.

2. Methods

This section summarizes measurements from two field campaigns, E-PEACE off the coast of California in July and August 2011 and SOLEDAD in May and June 2012 located 1 km from the coast, and the models used to simulate the observations.

2.1. E-PEACE

E-PEACE consisted of a 12 day research cruise on the R/V Point Sur (12 to 23 July) and 30 research flights on the Center for Interdisciplinary Remotely-Piloted Aircraft Studies (CIRPAS) Twin Otter aircraft (8 July to 18 August). Both the ship and aircraft were equipped with an array of instruments to provide detailed meteorological and aerosol measurements [Russell et al., 2013]. The two E-PEACE case studies considered here occurred on 16 July (EJL16) and 10 August (EAG10). Each case includes a background “B” case (EJL16B and EAG10B) and a plume “P” case (EJL16P and EAG10P). The EJL16P case included release of organic smoke from two U.S. Army-issued smoke generators to produce concentrated plumes of particles consisting of vaporized and condensed paraffin oil [Russell et al., 2013; Wonschuetz et al., 2013]. In the EAG10P case the Twin Otter aircraft sampled exhaust from a cargo ship.

2.1.1. R/V Point Sur Ship Measurements

A vertical inlet, shielded from sea spray, on the forward deck of the R/V Point Sur was used to sample air. Aerosols were dried in diffusion driers before delivery to instruments. A Scanning Electrical Mobility Sizer (SEMS, Model 138, 2002, BMI, Hayward, CA) was used to measure the number size distribution of submicrometer (0.01–0.9 μm diameter) particles. Supermicrometer particle size distributions were measured using an Aerodynamic Particle Sizer (APS 3321, TSI Inc., St. Paul, MN, size range 0.5–20 μm). The total number
The concentration of aerosol particles was tracked with a condensation particle counter (CPC 3010, TSI Inc., St. Paul, MN) to monitor contamination from the R/V Point Sur and from nearby ships. Submicrometer particles were separated from supermicrometer particles with a cyclone (sharp cut cyclone SCC 2.229, BGI Inc., U.S.) then analyzed with a high-resolution time-of-flight aerosol mass spectrometer (HR-ToF-AMS, Aerodyne Research Inc., Billerica, MA) to measure nonrefractory inorganic (sulfate, ammonium, nitrate, and chloride) and organic components [DeCarlo et al., 2006]. For the HR-ToF-AMS, a collection efficiency of 0.6 and a detection limit of 0.01 \( \mu g m^{-3} \) were applied [Wonaschuetz et al., 2013]. Refractory black carbon was measured with a single-particle soot photometer (SP2, DMT, Boulder, CO), which has a particle size range of 80–300 nm; refractory black carbon concentrations were negligible during E-PEACE and are not included.

In the absence of fresh emissions from ships [Wonaschuetz et al., 2013], past measurements in the same study region have suggested that the aerosol is internally mixed in the size range of 150–200 nm [Hersey et al., 2009]. Plumes were considered to be a second (internally mixed) aerosol population separate from the background populations [Modini et al., 2015]. Figure 1 (top row) shows surface level measurements of aerosol size and composition during E-PEACE.

### 2.1.2. CIRPAS Twin Otter Flight Measurements

On the CIRPAS Twin Otter, similar instruments as those on the R/V Point Sur were used to measure dried aerosol concentrations and properties at various heights (Figure 2). Cloud droplet residuals were sampled with a counterflow virtual impactor (CVI) inlet. Details of this inlet are provided by Shingler et al. [2012]. Scanning differential mobility analyzers (models 3081 and 3010, TSI Inc., St. Paul, MN), with time resolutions of 110 s, and a passive cavity aerosol spectrometer probe (PCASP 0.1–10 \( \mu m \), PMS Inc., Boulder, Co) were used to measure aerosol size distributions. Multiple CPCs (models 3010 and 3025, TSI Inc., St. Paul, MN) measured total aerosol concentration. A compact time-of-flight aerosol mass spectrometer (C-ToF-AMS, Aerodyne...
Research Inc., Billerica, MA) measured inorganic and organic composition in mass spectrum mode. The C-ToF-AMS had a time resolution of 8–12 s, a size range of 60–600 nm, and a collection efficiency of 0.53 [Coggon et al., 2012]. A CCN counteroperating in scanning flow CCN analysis mode [Moore and Nenes, 2009] was used to estimate the maximum supersaturation by comparing the measured CDNC to the CCN at supersaturations between 0.1% and 0.8%. A cloud aerosol spectrometer (CAS) and cloud droplet probe (CDP, DMT, Boulder, CO, [Lance et al., 2010]) measured in-cloud droplet number distributions. Feingold et al. [2013] showed that autoconversion and accretion rates are negligible for values of LWC and CDNC that are lower than 0.3 g m\(^{-3}\) and 50–200 cm\(^{-3}\) (respectively) or 0.5 g m\(^{-3}\) and 200–700 cm\(^{-3}\) (respectively). Thus, since the values of LWC and CDNC are lower for the case studies used here, droplet number loss by collision coalescence can be neglected. Standard meteorological variables (temperature, wind speed and direction, relative humidity, and pressure) were measured. Relevant cloud measurements are shown in Figure 3, wherein the altitude at which observations were made is compared to model predictions (145 m and 325 m for EJL16 and EAG10), shown in Table 1. Of these measurements, only those within one standard deviation of mean CDNC were averaged to represent the observed droplet distribution to reduce errors in distribution width associated with nonrepresentative (high or low) CDNC. Consequently, for EJL16, 42% and 21% of the measurements in the time series match the background and plume, respectively. For EAG10, 68% and 16% of the measurements in the time series match the criterion used for the background and plume, respectively.

### 2.2. SOLEDAD

The SOLEDAD campaign consisted of ground-based measurements located near the peak of Mount Soledad, 251 m above sea level, and about 1 km from the Pacific coast. Measurements collected for 49 days (1 May to 18 June 2012) include particle-cloud partitioning of refractory black carbon [Schroder et al., 2014] and salt particle contributions to cloud droplets [Modini et al., 2015]. Measurements on 1 and 13 June 2012 of two cloud events contained sufficient observations for characterizing droplet size and composition of the stratocumulus clouds. Chemical composition and aerosol size distribution (Figure 1) used to initialize the models were collected inside the instrument container; instruments for cloud measurements were mounted on top. We assumed that particle composition was internally mixed and independent of size because size-dependent AMS measurements were below detection limit for the relevant sampling periods and no measurements...
of bulk mixing state were carried out. Two inlets were used to sample ambient aerosols: the high-flow rate isokinetic inlet continuously collected air containing both interstitial aerosols and cloud droplets, and a counterflow virtual impactor (CVI) was used to sample only cloud droplet residuals [Noone et al., 1988; Schroder et al., 2014]. The CVI inlet for droplet residuals was mounted atop the container and was only used during cloud events. During periods with no clouds, all instruments sampled through the isokinetic inlet. Two single-particle soot photometers (SP2, DMT, Boulder, CO) were used to measure refractory black carbon: one continuously measured from the isokinetic inlet and the other measured from the residual inlet during cloud events.

The SEMS measured submicrometer particle number size distributions from the total inlet at all times, while a Scanning Mobility Particle Sizer (SMPS Model 3034, TSI, St. Paul, MN) was used on the CVI inlet during cloud periods and on the total inlet during noncloud periods. The same HR-ToF-AMS used on E-PEACE was used on Mount Soledad to measure aerosol composition on the residual inlet during cloud events to obtain the

Figure 3. In-cloud measurements of CDNC, LWC, Dp, w, T, and CB for each case. CDP and CAS measured CDNC, Dp, and LWC for E-PEACE 16 July and 10 August cases, respectively. Fog Monitor measurements are used for SOLEDAD CDNC, Dp, and LWC. Cloud base measurements for both SOLEDAD and E-PEACE cases are detected with a ceilometer. Cloud base (CB) measurements for E-PEACE 10 August and vertical velocity measurements for SOLEDAD are not available. Only about 2% of all in-cloud measurements are shown here as these times were identified as consistent conditions for use in initializing the SOLEDAD and E-PEACE cases. Due to the high variability in SOLEDAD cloud measurements, only the cyan-highlighted sections were used for the SOLEDAD cases.
Table 1. Observations and ACP Simulation Results

<table>
<thead>
<tr>
<th></th>
<th>E-PEACE 16 July</th>
<th>E-PEACE 16 July</th>
<th>E-PEACE 10 August</th>
<th>E-PEACE 10 August</th>
<th>SOLEDAD 1 June</th>
<th>SOLEDAD 13 June</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Background</td>
<td>Smoke Plume</td>
<td>Background</td>
<td>Cargo Plume</td>
<td>Ambient</td>
<td>Ambient</td>
</tr>
<tr>
<td></td>
<td>(EJL16B)</td>
<td>(EJL16P)</td>
<td>(EAG10B)</td>
<td>(EAG10P)</td>
<td>(SJN01A)</td>
<td>(SJN13A)</td>
</tr>
<tr>
<td>Simulation run</td>
<td>ad²/al/sa</td>
<td>ad/al/sa</td>
<td>ad/sa</td>
<td>ad/sa</td>
<td>ad/sa</td>
<td>ad/sa</td>
</tr>
<tr>
<td>Cloud base (m)</td>
<td>(28)/&lt;70/&gt; &lt;70&gt;</td>
<td>(28)/&lt;70/&gt; &lt;70&gt;</td>
<td>&lt;240/&gt; &lt;295&gt;</td>
<td>&lt;240/&gt; &lt;295&gt;</td>
<td>(160)/&lt;225&gt;</td>
<td>(145)/&lt;200&gt;</td>
</tr>
<tr>
<td>Measurement height (m)</td>
<td>145</td>
<td>145</td>
<td>325</td>
<td>325</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Moist lapse rate (K km⁻¹)</td>
<td>-/-/-2.2</td>
<td>-/-/-2.2</td>
<td>-/-/-2.2</td>
<td>-/-/-2.2</td>
<td>-/-/-2.2</td>
<td>-/-/-2.2</td>
</tr>
<tr>
<td>Liquid water content (g m⁻³)</td>
<td>(0.34)(0.24)/(0.11)</td>
<td>(0.34)(0.24)/(0.09)</td>
<td>(0.25)(0.08)</td>
<td>(0.25)(0.08)</td>
<td>(0.28)(0.06)</td>
<td>(0.32)(0.10)</td>
</tr>
<tr>
<td>Mean Dₚ (µm)</td>
<td>-/-19.7 ± 2.0</td>
<td>-/-16.6 ± 2.0</td>
<td>14.1 ± 1.1/-</td>
<td>12.2 ± 1.1/-</td>
<td>15.5 ± 0.3</td>
<td>16.7 ± 0.2</td>
</tr>
<tr>
<td>Updraft (m s⁻¹)</td>
<td>[0.06]</td>
<td>[0.06]</td>
<td>[0.31]</td>
<td>[0.31]</td>
<td>[0.05]</td>
<td>[0.05]</td>
</tr>
<tr>
<td>CDNC for a single updraft (cm⁻³)</td>
<td>(37)/(37)/(22)</td>
<td>(86)/(86)/(50)</td>
<td>(165)/(165)</td>
<td>(241)/(241)</td>
<td>(146)/(108)</td>
<td>(129)/(95)</td>
</tr>
<tr>
<td>CDNC for a PDF of updrafts (cm⁻³)</td>
<td>-/-21 ± 6</td>
<td>-/-49 ± 14</td>
<td>156 ± 30/-</td>
<td>277 ± 85/-</td>
<td>148 ± 19</td>
<td>137 ± 8</td>
</tr>
</tbody>
</table>

*The simulation runs use an adiabatic lapse rate with adiabatic cloud base (ad), an adiabatic lapse rate with measured cloud base (al), and a subadiabatic lapse rate with measured cloud base (sa).*

The aerosol dynamics model is based on a fixed-sectional approach to represent the (dry) particle size domain, with internally mixed chemical components and externally mixed types of particles. Using measured aerosol types (or “populations”), the model is described by the number of particles each with an internal mixture of compounds at each size. The model employs a dual moment (number and mass) algorithm to calculate particle growth from one size section to the next for nonevaporating compounds (namely, all components other than water) using an accommodation coefficient of 1.0 [Raatikainen et al., 2013]. The dual moment method is based on Tzivion et al. [1987] to allow accurate accounting of both aerosol number and mass. This algorithm incorporates independent calculations of the change in particle number and mass for all processes other than growth. The model includes a dynamic scheme for activation of particles to cloud droplets. Liquid water is treated in a moving section representation, similar to the approach of Jacobson et al. [1994], to allow the accurate calculation of evaporation and condensation of water in conditions of varying humidity. In subsaturated conditions, aerosol particles below the cloud base are considered to be in local equilibrium with water vapor. The initial relative humidity at sea level for the simulations ranged from 91% to 98%.
In E-PEACE and SOLEDAD, we assumed that there was no gas-to-particle growth below cloud, so below-cloud condensation was neglected, with the exception of water for which subsaturated liquid vapor equilibrium was assumed. For the relatively short simulations used here (<2 h) at marine concentrations (<400 cm⁻³), coagulation, scavenging, and deposition of the aerosol were included in the model but their effects were negligible. The particle size distributions of the background aerosol for the E-PEACE and SOLEDAD cases were modeled as one internally mixed particle type. The plumes were included in the models as separate particle types from the background aerosol. The inorganic ion (NH₄⁺, NO₃⁻, and SO₄²⁻) mass fractions measured with the HR-ToF-AMS were apportioned to molecular mass fractions of ammonium nitrate, ammonium sulfate, ammonium bisulfate, sulfuric acid, or nitric acid using the simplified ion pairing scheme of Gysel et al. [2007]. Inorganic ion concentrations and molecule concentrations for each case study are in Tables S1 and S2, respectively.

The parcel model is constrained by measured temperature profiles, cloud base height, and updraft velocities whenever available (Figures 2 and 3). The simulations used fixed updraft velocities, based on the calculation that at low updrafts, there is a negligible feedback effect due to small evolved heat of condensation and negligible density and viscosity changes in the nondrizzling air parcel below 500 m. For E-PEACE, vertical profiles of temperature and pressure measured by the CIRPAS Twin Otter were used to provide measured lapse rates. For SOLEDAD, lapse rates were not measured so both adiabatic and subadiabatic conditions were simulated. To account for release of latent heat in the cloud, the vertical temperature gradient was calculated as

\[ \frac{dT}{dt} = \left( \frac{gLw + Ldw}{c_p} \right), \tag{1} \]

where \(dT\) is change in temperature, \(g\) is acceleration due to gravity, \(w\) is updraft velocity, \(dt\) is time step, \(L\) is latent heat of water condensation, \(w_l\) is liquid water mixing ratio, and \(c_p\) is specific heat of water [Bahadur et al., 2012]. A ceilometer (Model CL31, Vaisala) was used to measure cloud base height on the R/V Point Sur during E-PEACE and on Scripps Pier (1 km west of the sampling site) during SOLEDAD. Updraft velocities used for E-PEACE simulations were measured on the CIRPAS Twin Otter during E-PEACE; for SOLEDAD, updraft velocities were estimated (as described in section 3.2.1). More detailed model mechanics are given by Russell and Seinfeld [1998] and Russell et al. [1999].

### 2.4. GCM Parameterization

The second model used in this study is the parameterization of cloud droplet formation [Betancourt and Nenes, 2014; Fountoukis and Nenes, 2005; Nenes and Seinfeld, 2003] that was designed to be numerically efficient for use in GCMs. It is based on a generalized sectional representation of aerosol size and composition. The parameterization can be used with internally or externally mixed aerosols with size-varying composition, and it can include the effects of surface-active compounds, insoluble compounds, and slightly soluble compounds. The model uses minimal empirical information and is applied in a two-step process. It first accounts for the aerosol number and chemical composition modeled with modified Kohler theory to provide critical supersaturations for each aerosol bin; it next uses an updraft velocity to express a cooling rate and compute the maximum supersaturation using a semianalytical approach. To calculate the condensation rate of water vapor in the supersaturation balance equation, the “population splitting” approach is adopted—which determines the size of droplets at the point of maximum supersaturation in the cloudy updraft. This differential growth of the larger droplets relative to the smaller droplets is important because it affects the estimated surface area for water vapor condensation and supersaturation. Once the maximum supersaturation, \(s_{\text{max}}\), is computed, the CDNC is then equal to the CCN with critical supersaturation less than \(s_{\text{max}}\). The model takes into account the “inertial” mechanism for kinetic limitation described by Nenes et al. [2001], as well as a series of corrections to account for the effects of large particles to preclude errors in maximum supersaturation [Barahona et al., 2010; Betancourt and Nenes, 2014]. For a large range of CCN activation conditions, the parameterization does not require empirical information.

### 2.5. Model Initialization

Both the ACP model and GCM parameterization are initialized by measurements below or before cloud occurrences and are compared to in-cloud measurements from the two field campaigns. The initial and simulated values are provided in Table S3. To initialize the E-PEACE case studies, number concentrations were obtained from merged APS and SMPS measurements on 16 July and from merged scanning differential
mobility analyzer (DMA) and PCASP measurements on 10 August. The method described by Khlystov et al. [2004] was used to merge the distributions from submicrometer and supermicrometer instruments. Consistent with the available chemical and physical measurements, these simulations were initialized with one internally mixed aerosol population except for the plume cases which consisted of an external mixture of the background (marine) aerosol population and the plume aerosol population. The modeled aerosol chemical constituents are ammonium sulfate, ammonium bisulfate, ammonium nitrate, nitric acid, sulfuric acid, sodium chloride, refractory black carbon, and organic carbon.

Aerosol compositions were obtained from 30 min averaged bulk submicron MS mode HR and C ToF-AMS measurements. Salt concentrations of NaCl were calculated from the components measured by the AMS, scaled by XRF and IC sea-salt concentrations for E-PEACE and SOLEDAD, respectively [Modini et al., 2015]. Sulfate molecules were apportioned using the molar ratio of sulfate to ammonium ions [Nenes et al., 1998]. SP2 measurements, averaged over 5 h, were used for refractory black carbon mass concentrations. Aerosol hygroscopicities as represented by the kappa parameter (κ) were calculated from CCN spectra measurements. Inorganic hygroscopicities (κ_{inorg}) have been measured in laboratory experiments [Petters and Kreidenweis, 2007] using the molecular concentrations to then calculate the inorganic contribution to particle hygroscopicity. The organic hygroscopicity (κ_{org}) was then evaluated from the equation

\[ κ_{measured} = κ_{inorg}χ_{inorg} + κ_{org}χ_{org} \]  

where \( χ_{org} \) and \( χ_{inorg} \) are the organic and inorganic volume fractions, respectively. There is uncertainty in the hygroscopicity of the organic fraction because its components are not specific identified molecular compounds and because the hygroscopicity of many organic molecules (or their mixtures) has not been measured [Petters et al., 2015]. For these reasons, we consider a range of values for \( κ_{org}χ_{org} \) in different simulations. Refractory black carbon has a hygroscopicity of zero and would have no contribution to the measured hygroscopicity. Finally, meteorological inputs consisted of observed temperature, pressure, and relative humidity profiles used to initialize the model. The meteorological profiles determined the cloud base temperature and pressure as well as the subsequent forcing on the cloud supersaturation.

2.6. Cloud Reflectivity

Cloud reflectivity (CR) was estimated using the following equation [Bohren and Battan, 1980; Gerdes et al., 2006]:

\[ CR = \left( \frac{\sqrt{3}(1 - g)\tau}{2 + \sqrt{3}(1 - g)\tau} \right)^{2}, \]  

where \( \tau \) is the cloud optical depth defined as

\[ \tau = 2hCDNCπr_{e}^{2}; \]  

and \( h \) is the cloud height or thickness \( r_{e} \) is the cloud effective radius, and \( g \), the asymmetric scattering parameter, is approximated as 0.85 based on Mie scattering calculations for supermicron cloud drops. A CR of 1.0 reflects all visible light, and a CR of 0.0 reflects no visible light.

Cloud reflectivity (CR) is largely dependent on CDNC and cloud droplet size distributions. Cloud droplet effective radius can be approximated as a weighted mean radius of the cloud droplet size distribution

\[ r_{e} = \left( \frac{3\text{LWC}}{4π\text{CDNC}ρ_{w}} \right), \]  

where LWC is liquid water content, \( ρ_{w} \) is density of water, and \( k \) is the spectral parameter that represents the reciprocal of the cloud droplet spectrum width [Hsieh et al., 2009]. For example, a monodisperse droplet distribution would have \( k=1 \) and a broader droplet distribution is characterized by \( k<1 \). The spectral parameter \( k \) is calculated as

\[ k = \left( \frac{r_{e}}{r_{e}^{*}} \right)^{3}, \]  

where \( r_{e}^{*} \) is the effective volume radius and \( r_{e} \) is the effective radius [Hsieh et al., 2009]. In this manuscript, cloud reflectivity calculations are calculated from cloud base to the measurement height (Table 1) in the cloud and thus do not represent cloud top reflectivity. This approach provides values that are more representative of average cloud properties and avoids the influence of cloud top entrainment.
3. Results

3.1. Initialization of Case Studies

These case studies included six different measured compositions and aerosol size distributions to identify different CCN distributions that initialize the modeled droplet activation. The aerosol composition and aerosol number size distributions with lognormal fits are shown in Figure 1.

Each of the two SOLEDAD cases was internally mixed in one approximately lognormal aerosol mode, which was consistent with a mixture of coastal pollution and sea spray particles suspended in the atmosphere long enough (i.e., “aged”) to be internally mixed. The higher concentration of nitrate in cloud than out of cloud shows that secondary aerosol formation from cloud processing contributes to the overall aerosol population. The SJN01A case contained over 50% organics by mass and a concentration of 2290 cm\(^{-3}\). The SOLEDAD 13 June ambient (SJN13A) case was less polluted with 1430 cm\(^{-3}\), a much lower organic mass fraction, and was primarily ammonium sulfate by mass. SJN01A was the only case with a significant amount of refractory black carbon (8% by mass).

The E-PEACE particle number distributions contained multiple modes that were fit to lognormal distributions (Figure 1) and used to initialize the two models. The EJL16B and EAU10B cases had compositions with a large mass fraction of NaCl and lower aerosol number concentrations (160 and 360 cm\(^{-3}\), respectively). The EAG10P contained mostly organic components with sulfuric acid and particle concentrations of 1940 cm\(^{-3}\). The E-PEACE intentionally generated smoke plume case (EJL16P) consisted of nearly 100% organic components with a mean particle concentration of 1790 cm\(^{-3}\). The composition of the E-PEACE background aerosol was modeled as an internally mixed distribution of the chemical compounds (Figure 1). The E-PEACE “background” cases consisted of one particle type, and the “plume” cases had two particle types that represented the generated smoke or cargo ship emissions and the background aerosol.

The vertical temperature profiles for initializing simulations were linear fits of the observed temperatures for the E-PEACE cases (Figure 2). The meteorological profiles determined the cloud base temperature and pressure as well as the subsequent forcing on the cloud supersaturation. The same temperature profile was used for the background and plume cases on each day. The observed temperature profile for EJL16B and EJL16P (on 16 July 2011) was subadiabatic, but the temperature profile for EAU10B and EAU10P (on 10 August 2011) was adiabatic. For the SOLEDAD cases, temperature was only measured at Scripps Pier (14 m ASL) and at the summit (251 m ASL), so the temperature profile below and in cloud was calculated for both adiabatic and subadiabatic conditions. Temperature soundings at airports to the north and south were not consistent with measured surface temperatures at the Mount Soledad site due to local differences and could not be used.

Figure 2 also shows LWC, CDNC, and mean volumetric cloud droplet diameter (D\(_v\)) for both measurements and simulations of the background cases. The CDNC profile for the EJL16B in Figure 2 stopped at 145 m because the droplet concentration decreased to zero above 145 m, indicating that the Twin Otter aircraft left the cloud. Based on measured lapse rates and observed mean cloud base height, the ACP model reproduced the observed LWC in both E-PEACE cases (Table 1). CDNC increased rapidly in observations and model simulations above cloud base and remained relatively constant throughout the rest of the cloud. The D\(_v\) increased with height and agreed well between observations and model simulations, as summarized in Table 1. Table 1 also shows three different simulations for each of the two 16 July E-PEACE cases to illustrate the effect of assuming an adiabatic lapse rate, compared to the observed subadiabatic lapse rate. These are discussed further in section 3.2.1.

3.2. Thermodynamic Constraints on Cloud Droplet Formation, Growth, and Distribution

The ACP model predicted activation and condensational growth of cloud droplets in clouds formed for each case study. In the ACP simulation, the parcel rose vertically at a fixed updraft velocity from the ocean surface to cloud top, with cooling controlled by the measured lapse rate. Changes in updraft velocity due to condensation had negligible effects on drop distributions for the cases studied here, so fixing the updraft velocity had little effect on the predicted drop distribution. The particles took up water and grew in diameter as the relative humidity increased below cloud, sometimes increasing the diameter by a factor of 2 from dry conditions to 90% relative humidity, consistent with measurements [Wonaschuetz et al., 2013]. Differences in droplet number and size relative to equilibrium calculations emerge because faster-growing particles reduce the water vapor available for slower-growing particles. Within the first several meters above the cloud
base, the particles activate rapidly, and the maximum supersaturation is reached (Figure 2). For the remainder of the in-cloud ascent, activated droplets continued to grow to larger sizes but no additional particles were activated (Figure 2). The detailed measurements of thermodynamic and microphysical properties sufficiently constrain the simulated cloud droplet size distributions to match the mean measured CDNC within 6% and the mean diameter within 10% for five of the six cases (Table 1), thus demonstrating “closure” or consistency of the measured composition with the measured CCN spectra and the inferred and modeled supersaturation.

To understand the role of cloud thermodynamic variability on cloud reflectivity, one can evaluate the sensitivity of each simulated drop distribution to the measured cloud base height (and associated lapse rate) and updraft velocity. CDNC greatly influences cloud reflectivity, and CDNC is sensitive to other variables, such as updraft velocity, aerosol concentration, the hygroscopicity parameter $\kappa$, and aerosol distribution parameters [McFiggans et al., 2006; Reutter et al., 2009; Rissman et al., 2004; Twomey, 1977]. Table 2 includes CDNC relative sensitivities to aerosol concentration ($N_a$) and updraft velocity ($w$), as well as sensitivities to $\kappa_{org}$ and the dry lapse rate ($r_d$). The LWC, CDNC, $D_v$, and CR are shown in Figure 4 as a function of lapse rate, updraft velocity, $\kappa_{org}$ $X_{org}$ standard deviation is only due to changes in $\kappa_{org}$ while $X_{org}$ is held constant. Measurements are from the same instruments in Figures 1–3.

| $r_d$ (–7 to –9.8 K km$^{-1}$) | 1.61 0 0.91 .90 1.54 0 | 0.07 0.05 |
| $W$ (0.1 to 0.3 m s$^{-1}$) | 0.74 0.85 0.60 0.68 | 0 0 |
| 16 July ($N_a$ range:160–1790 cm$^{-3}$) | 0.35 | 10 August ($N_a$ range: 360–1940 cm$^{-3}$) | 0.34 |

Table 2. Calculated Sensitivities of CDNC to $X_j$ (ln CDNC/ln $X_j$), Where $X_j$ Is $\kappa_{org}$, $r_d$, $w$, $S_{max}$, or $N_a$

<table>
<thead>
<tr>
<th>Polluted ($N_a &gt; 1000$ cm$^{-3}$)</th>
<th>Clean ($N_a &lt; 1000$ cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EJL16P</td>
<td>EAG10P</td>
</tr>
<tr>
<td>$\kappa_{org}$ (0.05 to 0.20)</td>
<td>0.4</td>
</tr>
<tr>
<td>$r_d$</td>
<td>1.61</td>
</tr>
<tr>
<td>$W$</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Figure 4. Simulations of LWC, CDNC, $D_v$, and CR for different values of lapse rate, updraft velocity ($w$), and organic hygroscopicity ($\kappa_{org}X_{org}$) for the six cases in Table 1. Dashed lines represent the GCM parameterization, and solid lines represent the ACP model. The circles represent the measured 50th quartile, and error bars represent observed 25th and 75th percentiles. The stars represent the simulation runs from Table 1. The $\kappa_{org}X_{org}$ standard deviation is only due to changes in $\kappa_{org}$ while $X_{org}$ is held constant. Measurements are from the same instruments in Figures 1–3.
and organic hygroscopicity ($\kappa_{\text{org}}$ equation (2)). Error bars in Figure 4 represent 25th and 75th quartiles. SOLEDAD updraft velocities were not measured and are therefore estimated from measurements (this is further explained in section 3.2.1). Lapse rate measurements, organic hygroscopicity ($\kappa_{\text{org}}$) for EAG10P and EJL16P, and updraft velocity for SJN01A and SJN13A have insufficient measurements to define quartiles. The effects of lapse rate and updraft velocity on droplet distribution for the case studies are discussed below.

### 3.2.1. Variability in Lapse Rate

As a nonentraining air parcel rises through the atmosphere, temperature decreases adiabatically. At the cloud base, the parcel reaches saturation and water condenses and releases latent heat, which decreases the magnitude of the lapse rate. The reduced moist (in-cloud) lapse rate is caused by cooling which also provides additional water for condensation as the parcel rises above the cloud base.

To show the relationship between different lapse rates and cloud base heights, the lapse rate was varied for the subadiabatic E-PEACE cases EJL16P and EJL16B to be adiabatic (Table 1); the other cases were tested with a subadiabatic lapse rate (Table 1). Equation (1) was used to estimate the moist adiabatic lapse rate for the subadiabatic E-PEACE cases EJL16P and EJL16B to be adiabatic (Table 1); the other cases were tested with a subadiabatic lapse rate of $4.4 \text{ K/km}$ as calculated by equation (1). In both EJL16P-al and EJL16B-al simulations, CDNC and LWC are much larger than measured values. Simulations EJL16P-ad and EJL16B-ad (where “ad” indicates “adiabatic lapse rate and cloud base height”) used both the adiabatic cloud base height of 28 m and moist lapse rate of $-4.4 \text{ K/km}$. The adiabatic lapse rate simulated a much lower cloud base height, consistent with the findings of Craven et al. [2002]. These simulations produced an even larger LWC but similar CDNC as for runs EJL16P-al and EJL16B-al. The simulations also showed that the measured subadiabatic lapse rate, used in simulations EJL16B-sa and EJL16P-sa, caused the parcel of air to reach saturation at a higher altitude and produced a corresponding decrease in the moist lapse rate. This subadiabatic moist lapse rate resulted in lower supersaturations, which caused the measured CDNC and LWC to be lower than that of an adiabatic case. The reduction in CDNC due to subadiabatic lapse rates was consistent with Leaitch et al. [1996], who compared the maximum CDNC (associated with parcels having adiabatic lapse rates to the observed average CDNC) and observed CDNC associated with subadiabatic lapse rates for stratocumulus clouds in the North Atlantic. This result also explains why the adiabatic form of the simplified GCM parameterization [Betancourt et al., 2012; Nenes and Seinfeld, 2003] produces larger CDNC than was measured for subadiabatic cases (EJL16B-sa and EJL16P-sa), as shown in Figures 4f and 4j. Another reason the Nenes and Seinfeld [2003] parameterization does not compare well to the ACP model for the EJL16P case is that this is an unusual case with comparatively high concentrations of large (>1 μm diameter) organic smoke particles. In this case, the empirical data used in the parameterization when CDNC is sensitive to kinetic limitations [Nenes and Seinfeld, 2003] were not a good representation of the EJL16P aerosol, specifically of the smoke plume particles. The ACP model and GCM parameterization agree well for the EAG10B-ad and EAG10P-ad cases, largely because the lapse rate measured was adiabatic. However, the GCM parameterization could be adjusted to use a subadiabatic lapse rate. The simulations EAG10B-sa and EAG10P-sa, using a subadiabatic lapse rate of $-8 \text{ K/km}$, produced a lower moist lapse rate and resulted in underestimating $D_v$ and LWC. A subadiabatic lapse rate of $-7 \text{ K/km}$ could not be used to compare to measurements for the 10 August cases because it led to cloud formation above the observed cloud base height. These subadiabatic cases had the same CDNC as the “al” case. This result differs from the other cases because the lapse rate is closer to adiabatic and because the updraft velocity is higher. Figure 4f shows that CDNC is less sensitive at higher updraft velocities, as seen in Rissman et al. [2004]. The SOLEDAD cases used simulated updraft velocity and lapse rate because there were no measured updraft velocities or meteorological profiles. This information was estimated with the ACP model by matching the simulated results of LWC and CDNC to the observed values. The results from a pure adiabatic lapse rate and a subadiabatic lapse rate of $-7 \text{ K/km}$ were simulated and are also shown in Table 1. For both SOLEDAD cases, the simulations with subadiabatic lapse rate predicted fewer cloud droplets and less LWC than simulations with an adiabatic lapse rate, similar to the E-PEACE cases. CDNC is most sensitive to changes
Table 3. Observed and Simulated Spectral Parameter (k)

<table>
<thead>
<tr>
<th></th>
<th>E-PACE 16 July Background (EJL16B)</th>
<th>E-PACE 16 July Smoke Plume (EJL16P)</th>
<th>E-PACE 10 August Background (EAG10B)</th>
<th>E-PACE 10 August Cargo Plume (EAG10P)</th>
<th>SOLEDAD 1 June Ambient (SJN01A)</th>
<th>SOLEDAD 13 June Ambient (SJN13A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>0.84 ± 0.05</td>
<td>0.87 ± 0.04</td>
<td>0.90 ± 0.03</td>
<td>0.93 ± 0.02</td>
<td>0.71 ± 0.03</td>
<td>0.72 ± 0.01</td>
</tr>
<tr>
<td>Simulations single</td>
<td>0.98</td>
<td>0.98</td>
<td>1.00</td>
<td>1.00</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>updraft velocity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDF of updraft velocities</td>
<td>0.96</td>
<td>0.87</td>
<td>0.96</td>
<td>0.93</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PDF of cloud bases</td>
<td>0.98</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.62</td>
<td>0.81</td>
</tr>
<tr>
<td>PDF of updraft velocities and cloud bases</td>
<td>0.89</td>
<td>0.81</td>
<td>0.93</td>
<td>0.87</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

in lapse rate for the EJL16P, EJL16B, SJN01A, and SJN13A cases as shown in Table 3. The remaining cases, EAG10P and EAG10B, show no sensitivity to lapse rate possibly due to the low aerosol bin resolution.

The subadiabatic lapse rates may result from mixing. Cloud top entrainment can cause deviations from the moist adiabatic profile, but typically, those effects are most evident close to the top of the cloud [Nicholls and Leighton, 1986]. The subadiabatic temperature profile in the cases shown here extends to below cloud base. Also, the clouds were only simulated up to the measurement heights, which were several tens of meters below the cloud top, so that cloud top effects were likely minimal. Therefore, effects of cloud top entrainment are small but the reflectivity is biased slightly low.

In Figures 4a–4d, different simulated lapse rates are shown to vary CDNC, LWC, and CR. The reasons for these dependencies are the same as in the previous paragraph. Variation of CDNC and LWC cause variation in $D_p$ (Figure 4c) and CR (Figure 4d). Measurements from SOLEDAD were taken close to cloud base at an average of 45 m and 80 m above cloud base for SJN01A and SJN13A, respectively. LWC and CDNC correlated well on both days (Figure S3), which further suggests that measurements were taken near cloud base because, as shown in Figure 2 for EJL16B and EAG10B, CDNC quickly reached its maximum value above cloud base. It is possible that the decreased cooling rate was caused by a subadiabatic lapse rate, leading to a decrease in CDNC. The subadiabatic cases for both SOLEDAD cases (Table 1) had simulated LWC and CDNC that were within one standard deviation of observations for 6% of all in-cloud droplet measurements, consistent with subadiabatic lapse rates. E-PACE cases had a much smaller variation in number concentration (Figure 3); however, they had significant variations in LWC and cloud base height. To identify the effect of LWC variation due to lapse rate variation, a probability distribution function (PDF) of measured cloud base heights (Figure S5) was used in the ACP model to estimate k (Table 3). Variability in cloud base height (or lapse rate) alone broadens the cloud droplet distribution, but it is still narrower than observed for all cases with the exception of the SJN01A case (Table 3 and Figure 5). Table 3 shows that four of the six cases are estimated to have droplet spectral widths within observed error when using a distribution of updrafts or cloud base heights rather than a single updraft and cloud base height. The SJL13A case does not have updraft measurements, so variability in k with cloud base height could not be calculated. The SJL01A case had a simulated k value from a single updraft and cloud base height that was within 2% of the observed k value. The SJL01A case had measurements close to cloud base where supersaturation is at maximum. Hsieh et al. [2009] found that the k value at the height of maximum supersaturation is a good representation of the k value throughout the cloud; therefore, that constant updraft simulation k is comparable to observations for SJL01A, consistent with the result of Hsieh et al. [2009].

3.2.2. Variability in Updraft Velocity

Variations in updraft velocity have the potential to broaden the cloud droplet distribution. Updraft velocity controls the maximum supersaturation, which in turn determines the smallest (and least hygroscopic) particles that can activate. In fast updrafts, there is less time available for water vapor uptake by aerosols, which causes higher supersaturation and activation of more particles. CDNC increases with updraft velocity, as shown in Figure 4f. As noted by Chuang [2006] and McFiggans et al. [2006], CDNC is more sensitive to updraft velocity variation in polluted cases (Table 2). Updraft velocity also affects droplet size ($D_p$ in Figure 4g) as a consequence of increased CDNC for a given constant LWC.

Since updraft velocity affects CDNC (and, for constant LWC, drop size), variability in updraft velocity results in broadening of the observed cloud drop distribution. Simulated cloud droplet distributions always produce narrower droplet distributions (larger k) than measured when applying a constant updraft and lapse rate.
Figure 5 consists of droplet size distributions from the ACP model for each case, as well as the observed cloud droplet distribution. Figure 5 shows that using an ensemble of updrafts instead of a single updraft to simulate observed values is better at reproducing the droplet spectral parameter \( k \) than a single updraft, which agrees with the findings of Hsieh et al. [2009]. Since the SOLEDAD cases did not include vertical velocity measurements, it was not possible to include a droplet distribution using a PDF of measured updraft velocities. The simulated distribution with a single updraft velocity for SJL01A in Figure 5 matched the observed droplet distribution width well, unlike the other cases. This is possibly because the measurements were close to cloud base, and the broadening of the droplet distributions due to variations in updraft velocity and lapse rate at cloud base is not significant till higher altitudes.

### 3.2.3. Combined Variability of Cloud Base Height (Lapse Rate) and Updraft Velocity

We have shown that updraft velocity variability and cloud base height variability both increase droplet distribution width (decrease \( k \)). However, using either a distribution of cloud base heights or updraft velocities, but not both, is not sufficient to broaden the distribution of \( k \) values to observed values for the E-PEACE background cases (Table 3). By incorporating variability of both cloud base height and updraft velocity, the simulated droplet distributions best approximate the observed distributions and spectral parameter for background cases. The combined influence of both variables on the distribution width creates a broader distribution than when each is considered separately. Simulated E-PEACE plume cases have distributions broader than those observed. It is possible that the measured updraft velocity and cloud base height distributions are not representative because the small horizontal area may include only a subset of the measured updraft distribution. Chuang [2006] showed that in polluted cases small variations in the updraft velocity can cause large variations in CDNC. For the EJL16P case, for example, the distribution of updrafts produced a simulated CDNC that exceeded the measured values by a factor of 3. However, for all other cases a distribution of updrafts produced CDNC within one standard deviation of the measured CDNC.
3.3. Effects of Organic Composition and Hygroscopicity on Cloud Droplet Formation, Growth, and Distributions

Aerosol hygroscopicity can also play a role in determining CDNC [Petters and Kreidenweis, 2007]. Figure 5 shows in-cloud droplet composition as measured and simulated (inner and outer circles, respectively) in the cloud. The inorganic and organic fractions of the measured and simulated compositions are of roughly similar magnitude, but noticeable differences exist in each case. In-cloud aqueous uptake or production of sulfate, nitrate, and organic compounds can explain discrepancies between predicted and measured composition [Charlson et al., 1987; Hayden et al., 2008; Modini et al., 2015; Prabhakar et al., 2014; Sorooshian et al., 2013, 2015; Youn et al., 2015]. The lack of gas phase measurements precludes a detailed analysis; however, we note that during E-PEACE Twin Otter cloud droplet residual particle measurements, downstream of the CVI, suggest dissolution of precursor vapors and in-cloud production of such compounds [Prabhakar et al., 2014; Sorooshian et al., 2013, 2015; Youn et al., 2015].

Organic aerosol component hygroscopicity has been shown to have a small effect on CDNC in nonpolluted situations [Dusek et al., 2006], whereas in polluted cases CDNC can be strongly affected [Hegg et al., 2010; Twyho et al., 2013]. To investigate the sensitivity of CDNC to the organic component, the GCM parameterization and ACP model were initialized with a range of typically observed concentrations in ground cases in which the organic hygroscopicity has little effect on the CDNC. Results from representative of the actual aerosol composition. This is in agreement with our results for the ambient back-situations [Charlson et al., 1987; Hayden et al., 2008; Modini et al., 2015; Prabhakar et al., 2014; Sorooshian et al., 2013, 2015; Youn et al., 2015]. The lack of gas phase measurements precludes a detailed analysis; however, we note that during E-PEACE Twin Otter cloud droplet residual particle measurements, downstream of the CVI, suggest dissolution of precursor vapors and in-cloud production of such compounds [Prabhakar et al., 2014; Sorooshian et al., 2013, 2015; Youn et al., 2015].

Organic aerosol component hygroscopicity has been shown to have a small effect on CDNC in nonpolluted situations [Dusek et al., 2006], whereas in polluted cases CDNC can be strongly affected [Hegg et al., 2010; Twyho et al., 2013]. To investigate the sensitivity of CDNC to the organic component, the GCM parameterization and ACP model were initialized with a range of typically observed values (0.01–0.3). These were multiplied by the organic aerosol volumetric fraction to obtain the hygroscopicity due to organics \( \kappa_{org} \) (Figures 4i–4l). The CDNC sensitivity to \( \kappa_{org} \) is largest for the EJL16P and EAG10P cases (Figure 4) and Table 2). All of the calculated sensitivity values to \( \kappa_{org} \) are all smaller than \( \kappa \) sensitivities reported by Reutter et al. [2009], likely because \( \kappa_{org} \) represents only a small fraction of the total \( \kappa \). The only exception is the EJL16P case, which consists entirely of organic components, such that \( \kappa_{org} = \kappa \). The plume cases exhibit the largest effect because of a high organic volume fraction, a high aerosol concentration, and the largest degree of external mixing from the background aerosol. EJL16P, for which the aerosol was entirely organic (Figure 1), showed the greatest change in simulated CDNC (increasing by a factor of 6) with organic hygroscopicity. EAG10P exhibited the second greatest increase in CDNC at 34%. Background aerosol organic hygroscopicity has little effect on CDNC, with an increase of only 17% and 10% over the tested \( \kappa_{org} \) range for EJL16B and EAG10B, respectively, because the background aerosols were mostly inorganic and internally mixed. The highly hygroscopic salt and sulfate particles produce high total hygroscopicity, even when the organic hygroscopicity is low, because the organic volume fraction itself was low. High aerosol hygroscopicity caused rapid uptake of water, preventing further activation of droplets despite increases in organic hygroscopicity [Modini et al., 2015]. The variation in CDNC due to \( \kappa_{org} \) significantly affects other cloud properties such as \( D_v \) and CR (Figures 4i–4l). Ervens et al. [2010] found that different assumptions for organic solubility and mixing state for marine conditions often lead to similar CDNCs, so reasonable closure could be achieved with assumptions that were not representative of the actual aerosol composition. This is in agreement with our results for the ambient background cases in which the organic hygroscopicity has little effect on the CDNC. Results from VanReken et al. [2003] show that closure was observed within 20% with the broad assumption that all the aerosol was composed entirely of ammonium sulfate, indicating that in the cases they studied the CDNC is not very sensitive to even the total hygroscopicity of marine aerosols. External mixtures are necessary for the plume cases because assuming a completely internally mixed aerosol population was shown to overestimate droplet concentration in polluted conditions where there is a greater fraction of less hygroscopic aerosol [West et al., 2014].

The organic composition and hygroscopicity are important if the organic volume fraction is sufficiently large and mainly externally mixed. \( \kappa_{org} \) does not have a strong influence on changes in CDNC for background cases because of low concentrations just below critical diameters. CDNC is not predicted to increase much in the background cases; the change in critical diameter for all cases was 5 nm or less for an increase in \( \kappa_{org} \) of 0.1, except for EJL16P. In fact, the EJL16B case exhibited the largest change in critical diameter (5 nm), for an increase in \( \kappa_{org} \) of 0.1, even though CDNC increased the least in the E-PEACE cases. In terms of the effect of \( \kappa_{org} \) on CDNC, the CDNC can increase only as much as the concentration between the two critical diameters representing the two different \( \kappa_{org} \) values (Figure S4). To test the effect of aerosol concentrations in this narrow size range (marked on Figure S4) on CDNC, the bin concentrations were changed to be a fraction of the measured value for size bins below the critical diameter for \( \kappa_{org} = 0.01 \). Figure 6 illustrates how aerosol number concentration between the critical diameters (indicated in Figure S4) is essential in understanding the effect \( \kappa_{org} \) can have on CDNC. In Figure 6 (top), the EAG10P case represents the maximum concentration...
presented, while the lowest concentration represents a 95% decrease in the subcritical diameter concentration at a $\kappa_{org}$ of 0.01. Figure 6 (top) illustrates that an increase in CDNC due to a change in $\kappa_{org}$ is largely dependent on the concentration between the two critical diameters associated with the two $\kappa_{org}$ values, as shown in Figure S4. Figure 6 (bottom) represents the EAG10B case. The change in CDNC with $\kappa_{org}$ is also shown to decrease with a below critical diameter concentration at a $\kappa_{org}$ of 0.01. From overall concentrations tested in Figure 6 (bottom), the change in CDNC is much smaller than in the plume case (Figure 6, top) because there are fewer particles in the bins below the critical diameter. This suggests that $\kappa_{org}$ is most influential on CDNC for plumes or polluted areas in which the critical diameter falls near the peak of an aerosol mode.

In the two E-PEACE background cases and two SOLEDAD ambient cases, the uncertainty and variability in organic composition and hygroscopity are unlikely to contribute significantly to differences between the measured and simulated droplet number distribution (and its spectral width, $k$) or the droplet concentration. The organic fraction was largest in plume sources, wherein organic hygroscopicity exhibits a larger effect than in background and ambient aerosol cases. Furthermore, the low aerosol concentrations in the background cases were such that changes in hygroscopicity have little effect on droplet concentration. Even with high aerosol concentrations, such as in the ambient SOLEDAD cases where the inorganic fraction is high and the inorganic contribution to the aerosol hygroscopicity is much larger than the organic contribution, any change in organic hygroscopicity had no significant effect on CDNC and size.

### 3.4. Impacts of Thermodynamic and Composition Properties on Cloud Reflectivity

Updraft velocity, organic aerosol hygroscopicity, and lapse rate can affect CDNC and LWC, both of which influence ultimate CR. CR calculations were completed for each case corresponding to variations in $\kappa_{org}$ and $k$. Spectral parameter comparisons were calculated from a single ACP model run with one updraft velocity, several model runs from a PDF of updrafts, a PDF of cloud base heights, and the $k$ value of measured distributions (Table 3). For all cases, droplets above 2 $\mu$m in diameter were used to calculate $k$ except for the EJL16P case. In the EJL16P only droplets above 5 $\mu$m in diameter were used to calculate $k$ because some aerosol particles exceeded 2 $\mu$m but did not activate and were not counted as cloud droplets.
values are mainly constant in model predictions and observations, with the exception of those near cloud base where particles activate and their classification as droplet or interstitial is ambiguous. The SOLEDAD measurements were carried out near cloud base, which is thought to be why the observed spectral parameter $k$ was lower than in the E-PEACE cases (Table 3).

Applying a PDF of updrafts and cloud base heights (due to variable lapse rates) instead of a single value improves the agreement between observed and simulated $k$ and improves CR estimates. Applying a PDF of updrafts and cloud base heights also affects CDNC, even though it can be modeled well with a single updraft and cloud base height. To observe the influence of $k$ and CDNC separately, in Figure 7a we used the observed CDNC and simulated $k$ to calculate CR; in Figure 7b, we used the simulated CDNC and observed $k$. Error bars in each plot express one standard deviation of the observed CDNC or $k$. As shown in Figure 7b, all cases lie within the error bars, except the EJL16P case because CDNC is highly sensitive to updraft velocity. When the CR is a function of $k$, many cases lie outside the error bars. The influence of $k$ on CR can also be compared to the $\kappa_\text{org}$ effect on CR (Figure 7c). With the exception of the two plume cases, the change in CR for $\kappa_\text{org}$ from 0.01 to 0.3 is much smaller than the effect of the simulated range of $k$ on CR. Overall, the use of a distribution of updrafts and lapse rates broadened the droplet spectral width, reducing differences between observed and simulated CR, with the exception of the SJL01A, in which measurements were close to cloud base [Hsieh et al., 2009].

### 4. Conclusions

This work presents a comparison of predictions of two models of aerosol activation and subsequent cloud droplet evolution with measurements from two field studies carried out over the Pacific Ocean off the coast of California and on the California Pacific coast, E-PEACE in 2011 and SOLEDAD in 2012. One model is a comprehensive size-resolved aerosol-cloud parcel model (ACP), and the second is a global climate model (GCM) parameterization of aerosol activation and cloud formation. Four aerosol cases were analyzed from E-PEACE: a generated organic smoke plume, a cargo ship plume, and two cases of background marine aerosols. The two SOLEDAD cases had aerosol compositions and concentrations characteristic of polluted marine conditions. The model was initialized with aerosol composition taken from HR-ToF-AMS and size distribution measurements. Vertical profiles of meteorological parameters and aerosol size distributions were also used as model inputs. Four of the cases were characterized by a subadiabatic lapse rate, which led to fewer droplets owing to decreased maximum supersaturation, lower LWC, and higher cloud base height. Such comparisons...
are important in order to assess the extent to which models can replicate actual atmospheric conditions. Predictions of cloud microphysical properties depend on a number of key variables, including ambient lapse rate, aerosol size distribution, chemical composition, and updraft velocity; the lack of agreement between predictions and observations often reveals uncertainties in the governing physical processes because these variables are not sufficiently constrained by measurements.

For the E-PEACE cases, a weighted ensemble of simulations that reflect the measured variation in updraft velocity and cloud base height reproduced the observed droplet distributions within 9%, excluding the case of the generated organic smoke plume. Vertical velocity was not measured in SOLEDAD, so an estimated updraft of 0.05 m s⁻¹ was used (reproducing CDNC observations with errors of 1% and 6%). A distribution of cloud base heights and updraft velocities produced simulations with a broader cloud droplet distribution than achieved using a single updraft or cloud base height.

In comparing simulated and measured cloud droplet composition, differences suggest a possible role of in-cloud uptake or production of sulfate, nitrate, and organic components. To examine the CDNC sensitivity to the aerosol organic fraction, simulations were initialized with a range of organic hygroscopicities (Table 2). The organic fraction in marine background aerosols tends to be too low for organic hygroscopicity to affect CDNC because background particles contain internally mixed hygroscopic salts. However, generated smoke and cargo ship plumes, which have a substantial organic fraction and a large aerosol concentration near the critical diameter of cloud active aerosol, exert a large effect on CDNC. CDNC in such plumes is strongly dependent on the value of the aerosol hygroscopicity, κorgΧorg, due to both the high organic fraction and aerosol concentration. κorgΧorg in the SOLEDAD experiment showed no effect on CDNC, even at the high aerosol concentrations present, because the prevalent inorganic hygroscopic fraction dominates cloud activation. To explore the role of aerosol size and its combined effect with κorgΧorg, we varied the aerosol concentration in the size bin(s) just below the critical diameters to show that an increase in CDNC, due to a change in κorgΧorg, is largely dependent on the difference in concentration near the critical diameters. In other words, κorgΧorg has the strongest influence on CDNC when the critical diameter falls near the peak of an aerosol mode.

In addition, droplet size, CDNC, and droplet distribution width (κ) affect cloud reflectivity (CR). Changes in organic hygroscopicity are found to have little or no effect on CR, with the exception of a case with a fresh smoke plume (EJL16P; section 3.4), in which CDNC increased by a factor of 6 (to 300 cm⁻³ from 49 cm⁻³), causing an increase in CR from 0.09 to 0.16 (where a CR of 1.0 reflects all visible light), due to its high fraction of externally mixed organics. A case with a cargo ship plume (EAG10P; section 3.4) had the second greatest increase in CDNC with increasing κorg. However, the cloud droplet concentration was already high (277 cm⁻³) compared to other cases so the increase in CDNC of 35% had little effect on CR, increasing it from 0.26 to 0.28. The difference in cloud κ values caused a change in CR ranging from ~0.01 to 0.03 for all cases, when the CDNC is equal to the observed value, while organic hygroscopicity caused a difference of <0.01 in CR for the cases without fresh plumes.